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Abstract

This paper presents the ongoing work con-
ducted within the ClearText project, specifi-
cally focusing on the resource creation for the
simplification of Spanish for people with cog-
nitive disabilities. These resources include the
CLEARSIM corpus and the Simple.Text tool.
On the one hand, a description of the corpus
compilation process with the help of APSA
is detailed along with information regarding
whether these texts are bronze, silver or gold
standard simplification versions from the orig-
inal text. The goal to reach is 18,000 texts in
total by the end of the project. On the other
hand, we aim to explore Large Language Mod-
els (LLMs) in a sequence-to-sequence setup
for text simplification at the document level.
Therefore, the tool’s objectives, technical as-
pects, and the preliminary results derived from
early experimentation are also presented. The
initial results are subject to improvement, given
that experimentation is in a very preliminary
stage. Despite showcasing flaws inherent to
generative models (e.g. hallucinations, repeti-
tive text), we examine the resolutions (or lack
thereof) of complex linguistic phenomena that
can be learned from the corpus. These issues
will be addressed throughout the remainder of
this project. The expected positive results from
this project that will impact society are three-
fold in nature: scientific-technical, social, and
economic.

1 Introduction

People with cognitive disabilities have significant
limitations in their intellectual functioning and/or
may also lack the ability to adapt to everyday sit-
uations. In fact, they have spoken and written
word comprehension deficits that may include mis-
interpretation of literal meanings and difficulty un-
derstanding complex instructions, to name a few.
Among the different language phenomena they
struggle with, there are idioms, figures of speech,

abstractions, uncommon words, lack of precision,
and complex syntax, among other aspects.

Currently, Natural Language Processing (NLP)
technologies are developed and mature enough to
provide a sound basis for (1) developing compo-
nents to automatically detect and remove obstacles
to reading comprehension and (2) generate addi-
tional content to facilitate reading comprehension.
Thus, we begin this project with the main hypothe-
sis that the research, development, and deployment
of NLP technology can support the authoring of
accessible content in Spanish for people with cog-
nitive disabilities with the aim of increasing both
their inclusion and empowerment in Europe.

With this hypothesis in mind, the ClearText
project1, funded by the Spanish Government and
the European Union (grant reference TED2021-
130707B-I00) and developed by the GPLSI re-
search group2 of the University of Alicante, fo-
cuses on researching, implementing, deploying,
evaluating, and ultimately providing robust tech-
nologies for NLP to support the authoring of ac-
cessible Spanish content for public sector organi-
sations —at local, regional, and national levels—
that is intelligible to people with cognitive disabili-
ties, thereby widening their inclusion and empow-
erment in Europe. This, in turn, will improve the
ability to access written information for everyone,
thereby reducing the risk of exclusion for those
with cognitive disabilities. The project is expected
to positively impact the quality of life of people
with cognitive disabilities, by facilitating their ac-
cess to educational, vocational, cultural, and social
opportunities in public sector organisations.

This paper is structured as follows: Section 2
includes a literature review covering automatic
text simplification and focusing on related work

1https://cleartext.gplsi.es/
2https://gplsi.dlsi.ua.es/
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tackling corpora and tools; Section 3 presents
the scientific and technological objectives of the
project; Section 4 delves into the composition of
the project’s members; Section 5 describes the dif-
ferent resources created in this project, namely the
CLEARSIM corpus and the Simple.Text tool; Sec-
tion 6 details the expected scientific-technical and
socio-economic impact of this project, while Sec-
tion 7 concludes with the future work ahead.

2 Automatic Text Simplification: Review
of Literature

Automatic Text Simplification (henceforth ATS)
can be defined as “the process of reducing the lin-
guistic complexity of a text to improve its under-
standability and readability, while still maintaining
its original information content and meaning” (Al-
Thanyyan and Azmi, 2022).

ATS can be achieved by following different ap-
proaches, namely rule-based, data-driven, or hy-
brid approaches, and by simplifying some or all
language levels (i.e. lexical, syntactic, semantic,
and stylistic). The more language levels and lan-
guage phenomena tackled in the simplification, the
more refined the simplified text will be. Specific
domains are also an aspect to take into account
when simplifying texts.

The audience for which these simplifications are
created is diverse (e.g. children, non-native speak-
ers, poor readers, and cognitively impaired indi-
viduals) although it is sometimes left unspecified.
Hence, the importance of the current focus on cus-
tomisation, as a given simplification solution may
not work for all audiences (Alva-Manchego et al.,
2020; Scarton et al., 2018).

Sections 2.1 and 2.2 cover a brief review of the
main corpora and tools for ATS in Spanish in more
detail.

2.1 ATS Corpora

According to Martin et al. (2023), there are 10 cor-
pora for simplification in Spanish: FIRST (Štajner
and Saggion, 2013), Automatic Noticias Fácil
(Štajner et al., 2014), IrekiaLF (Gonzalez-Dios
et al., 2022), CLARAMED (Campillos-Llanos
et al., 2022) and some others which remain un-
named by Bott and Saggion (2011; 2014), Mitkov
and Štajner (2014) and Štajner et al. (2019). Addi-
tionally, there are two English-Spanish: Newsela
(Xu et al., 2015) and SIMPLETICO (Shardlow and
Alva-Manchego, 2022).

The corpora review carried out by Martin et al.
(2023) presented the following conclusions: (1) the
majority of the corpora produced for ATS is in En-
glish, and only 7 out of the 24 official languages of
the European Union are present, namely, Danish,
English, French, German, Italian, Portuguese, and
Spanish; (2) there is a scarcity of resources that
address ATS aimed at domains that are important
for social inclusion, such as health and public ad-
ministration; (3) there is a lack of parallel corpora
whose target is people with mild-to-moderate cog-
nitive impairment; (4) there is a lack of experiments
where the target audience was directly involved in
the development of the corpus; and, lastly, (5) more
than half of these corpora lack adequate documen-
tation of how the simplification was performed,
or at the very least, fail to identify the linguistic
phenomenon tackled by the simplification.

Additionally, the domain is usually general in-
formation, like Wikipedia or news media, with
the exception of CLARA-MED (Campillos-Llanos
et al., 2022) and SIMPLETICO (Shardlow and
Alva-Manchego, 2022) belonging to the health do-
main and IrekiaLF (Gonzalez-Dios et al., 2022) for
the public administration. For more detailed infor-
mation regarding aspects like language, domain,
audience, alignment, size, and metadata, consult
Martin et al.’s (2023) work.

2.2 ATS Tools
Regarding simplification tools, Espinosa-Zaragoza
et al. (2023) concludes that (1) many languages are
still not represented in ATS tools; (2) all language
levels should be borne in mind; (3) multiplicity of
options or, in other words, NLP solutions, should
be presented to the user, as well as (4) customised
simplifications to fulfil the need(s) of the varied
targets users and, lastly, (5) the need for these tools
to be fully accessible and operational for the public.

According to Espinosa-Zaragoza et al. (2023),
there are 7 ATS tools for Spanish: arText
(da Cunha Fanego et al., 2017), Simplext (Saggion
et al., 2015), DysWebxia (Rello et al., 2013), EAS-
IER (Alarcón et al., 2021), LexSIS (Bott et al.,
2012), NavegaFácil (Bautista et al., 2018) and
Open Book (Barbu et al., 2015). From those, only
three are operational at the moment (i.e. accessible
for people to simplify text): arText3, EASIER4, and
Simplext5. The first one helps in the identification

3http://sistema-artext.com/
4http://163.117.129.208:8080/
5http://simplext.taln.upf.edu/

http://sistema-artext.com/
http://163.117.129.208:8080/
http://simplext.taln.upf.edu/
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of complex language phenomena in a given text;
the second one highlights complex vocabulary and
provides a simpler substitute; and the last one al-
lows for the simplification of sentences, as it has a
character limitation.

3 Scientific and Technological Objectives

The main objective of the ClearText project can be
divided into the following specific objectives:

• O1. To analyse the main comprehension ob-
stacles posed by the language used in the web
content of Spanish public sector organisations,
such as ministries and other government agen-
cies, for people with cognitive disabilities.

• O2. To analyse the needs of people with cog-
nitive disabilities.

• O3. To research and adapt the COM-
PENDIUM System developed by Lloret et al.
(2013) to the needs of public sector documen-
tation.

• O4. To research, implement, deploy, and ulti-
mately provide robust technologies to support
the processing of structural complexity.

• O5. To research, implement, deploy, and ulti-
mately provide robust technologies to support
the processing of ambiguity in meaning.

• O6. To research, implement, deploy, and ul-
timately provide a robust text simplification
system oriented toward public administration
documentation.

• O7. To evaluate the simplification system.

• O8. To promote and disseminate the research
results obtained from the project through dif-
ferent national and international media includ-
ing well-indexed journals, conferences, semi-
nars, etc., as well as exploit the potential for
transferring this technology to society.

4 Human Resources

A multidisciplinary research team consisting of five
computer science experts and three linguists, with
seven of them holding doctorate degrees and one
serving as a technician, is in charge of the project.
All members belong to the GPLSI research group.
The composition of the team reflects a slight posi-
tive gender imbalance with five women and three

men. The team has extensive experience in tech-
nological research and development in NLP, span-
ning more than 30 years, and, more specifically,
in relation to the requested project in word sense
disambiguation, anaphora resolution, coreference,
named entity, lexical and syntactic analysis, text
summarisation and text simplification.

5 Tool and Corpus: Work in Progress

We are currently contemplating and developing
both a traditional or conventional approach and also
one with the training of a language model. For both
of them, this project’s aim includes the creation
of two resources: (1) the CLEARSIM corpus of
simplified texts in Spanish and (2) the Simple.Text
tool.

5.1 CLEARSIM Corpus

The compilation process is determined to take place
during the first year of the project, that is, 2023. As
previously mentioned, the language used is Spanish
and the domain pertains to public administration
texts. Our target audience consist of people with
cognitive disabilities and our alignment approach
is document to document. Regarding the size of the
corpus, the estimation of texts compiled by the end
of the project is 18,000 texts, including 15,000 sil-
ver standard texts and 3,000 golden standard texts.
The different compilation stages are described be-
low:

• Stage 1. Original text compilation: The
texts selected are published articles dealing
with sports, leisure activities, and culture.
These articles are sourced from the websites
of town halls within the Alicante province,
more specifically, from the following cities:
Elche, Benidorm, Alicante, Alcoy, Elda, Tor-
revieja, and Orihuela.

• Stage 2. Automatic text summarisation and
simplification with ChatGPT: Since the au-
tomatic summarisation task deals with the re-
duction of content to maintain the most im-
portant ideas and text simplification involves
removing unnecessary information, this com-
mon ground led us to summarise the original
text using ChatGPT, which yielded the RGPT
texts (i.e. resumen GPT). Additionally, we
also prompted a simplification from ChatGPT
to compare the results from the summarisa-
tion and the simplification process and iden-
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tify which processes this generative AI em-
ploys depending on the provided instructions.
This ultimately generates the simplified ver-
sion from ChatGPT (SGPT, i.e. simplificación
GPT). Both summarisation and simplification
processes were applied to the original text.

• Stage 3. ChatGPT revised versions: Subse-
quently, a human revision is manually carried
out to ensure that the simplifications are prop-
erly performed. Due to time constraints, a set
of easy-to-read guidelines is being considered
and applied to the ChatGPT texts generated in
the previous stage. Additionally, the summari-
sation helps the reviser check that no crucial
information is deleted (e.g. dates, locations,
and other pieces of information) in the simpli-
fied version. This stage was crucial for refin-
ing the prompt, which iterated and began with
a simpler version (e.g. Can you simplify this
text?) which, however, lacked conciseness.
Although we still obtained simplified texts,
manual revision was time-consuming due to
the subjective nature of simplification. Nev-
ertheless, a more refined prompt that explic-
itly indicated which language phenomena we
consider difficult and required replacements
generated better simplified outputs. This, in
turn, accelerated the manual revision stage.

• Stage 4. Easy-to-read and facilitated ver-
sions: This stage is conducted by our col-
laborators, APSA6, a Non-Governmental Or-
ganisation (NGO) which comprises a group
of individuals with cognitive disabilities who
possess expertise in the adaptation of texts
in adherence to the easy-to-read guidelines.
In this stage, our collaborators are provided
with the original text and our revised simpli-
fied version (i.e. SUA, see Table 1) to create
both an easy-to-read version (LF, i.e. lectura
fácil) following all the easy-to-read guidelines
(AENOR, 2018) and a “facilitated” version
(FAC, i.e. facilitada), which yields a simpli-
fied version according to the legislation but
disregarding outlay aspects (e.g. font type,
size, color, and others). We utilise Google
Drive for text interchange and provision, and
APSA creates 50 texts weekly in both ver-
sions.

6https://www.asociacionapsa.com/

This compilation of different texts provides a
bronze, silver, and gold standard in simplification,
respectively (see Table 1). As can be observed, 7
different text types are included: the original text;
a summary and a simplification created with Chat-
GPT; a revision for each of those versions created
by ChatGPT made by our institution; and two man-
ually simplified texts by our collaborator, one fol-
lowing all the easy-to-read guidelines and another
disregarding some presentation guidelines. To date,
we have compiled approximately 2,000 texts clas-
sified as silver standard and 400 texts classified as
gold standard.

5.2 Simple.Text Tool

This section describes the tool’s objectives, some
technical aspects, and the preliminary results de-
rived from early experimentation.

As commented before, text simplification im-
plies solving different language phenomena such
as co-references, complex words, or sentence struc-
ture. An automatic simplification system may ad-
dress all or only a subset of these problems. Also,
it may work at the sentence or document level. The
first setup expects a sentence as input and outputs
the simplified version. As Cripwell et al. (2023)
noted, sentence-level systems may be leveraged for
document-level simplification by iteratively pro-
cessing the sentences. However, this approach may
present problems such as failing to preserve the
discourse structure.

Pure document-level simplification may pose
challenges, such as the scarcity of datasets aligned
at document level (Sun et al., 2021). In addi-
tion, the approaches to teaching the system to sim-
plify full documents by simultaneously solving the
different linguistic phenomena seem to be at an
early stage (Sun et al., 2021; Cripwell et al., 2023).
These issues are particularly relevant in the context
of data-driven neural generative models.

We aim to explore LLMs in sequence-to-
sequence setup for text simplification at the docu-
ment level. In Sections 5.2.1 and 5.2.2 we cover
the technical details of the implementation of Sim-
ple.Text tool. Section 5.2.3 discusses early findings
from ongoing experiments we are carrying out at
the moment.

5.2.1 Technical Details
Simple.Text Tool core is a T5 (small) model (Raffel
et al., 2020) fine-tuned using the current version
of SUA (see Table 1). The data comprises 925

https://www.asociacionapsa.com/
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Code Description Stage Standard

TXT Original texts 1
RGPT Summaries created with ChatGPT 2 Bronze
SGPT Simplifications created with ChatGPT 2 Bronze
RUA Summarised texts validated by our institution 3 Silver
SUA Simplified texts validated by our institution 3 Silver
LF Easy-to-read documents created by APSA 4 Gold
FAC Facilitated texts created by APSA 4 Gold

Table 1: Summary of the Texts Created for the CLEARSIM Corpus

instances, which were split into 749 for training,
83 for validation and hyper-parameter tuning, and
93 for testing.

As the base model, we utilise flax-
community/spanish-t5-small7. This model
was trained on the large Spanish corpus provided
by Cañete et al. (2020). Hyper-parameters were
set taking into consideration oskrmiguel/mt5-
simplification-spanish8, which is a model for text
simplification, although at sentence-level. We
employed a learning rate of 2e− 5, weight decay
of 0.01, and per device batch size of 8. The other
hyper-parameters were set to defaults, training up
to 10 epochs.

Evaluation over the validation set using a default
generation strategy yielded SARI of 30.45, and
BERT score F1 (average) of 0.66 for the best model
(9th epoch).

When using the models for generation, we set
beam search with 10 beams, with a repetition
penalty of 1.2 as in Keskar et al. (2019) to gen-
erate from 0.8 to 1.1 the original text length.

5.2.2 Implementation Details
The tool implements a server-client architecture
with the primary objective of providing text simpli-
fication services that can be queried from different
front-ends or other applications. Figure 1 depicts
the main components of the architecture.

The Services component is implemented using
Flask9 as well as Celery10 for the Job Queue. The
Simplification Models component is backed by
Hugging Face Transformers Library11. Currently,
the Web App is a prototype allowing users to select

7https://huggingface.co/flax-community/spanish-t5-small
8https://huggingface.co/oskrmiguel/mt5-simplification-

spanish
9https://flask.palletsprojects.com

10https://docs.celeryq.dev
11https://huggingface.co

Figure 1: Architecture of Simple.Text Tool

the simplification model and subsequently submit
the text for simplification. Figure 2 shows the in-
terface.

5.2.3 Preliminary Tool Testing and
Assessment

Experimentation is in a very preliminary stage. De-
spite presenting different flaws inherent to gener-
ative models, such as hallucinations or repetitive
text, that need to be addressed, we are currently
examining the resolutions (or lack thereof) of the
different linguistic phenomena that can be learned
from the corpus. It must be pointed out that the lan-
guage phenomena identified do not have a single
NLP solution but several simplification options.

Figure 2 presents the results from imputing
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Figure 2: Simple.Text Tool Front End

text 65 from the corpus —which was randomly
selected— and the output created by the system.
The original text contains several complicated lan-
guage phenomena identified in the easy-to-read
guidelines. The examples presented below show-
case some of them, but by no means are those the
only complex language phenomena that could be
found in that text:

• Complex sentences: sentence complexity is
often derived from its length, due to the inclu-
sion of appositions, relative clauses, coordina-
tions and other constructions. This complexity
can be remedied by splitting the sentence and,
as a result, having less information per sen-
tence. An example of a complex sentence
from text 65 is the following: El alcalde
de Alicante, Luis Barcala, junto con el con-
cejal de Cultura, Antonio Manresa, ha inau-
gurado este jueves la exposición ”Gosalbes
de Cunedo, un humanista alicantino a la con-
quista De Europa”, que se puede visitar en la
sala Taberna del Castillo de Santa Bárbara
hasta el próximo 28 de febrero, y se enmarca
en los actos conmemorativos del 800 aniver-
sario del Rey Alfonso X El Sabio.

• Complex enumerations: In the following

example, even though there are not many ele-
ments enumerated (i.e. not more than three),
additional information is included per each el-
ement enumerated. This aspect also increases
the complexity level of the enumeration. [...]
se enriquece con libros y manuscritos orig-
inales del siglo XVI, cedidos por el propio
comisario de la exposición, un audiovisual, y
una maqueta que se ha encargado ex profeso
de la nave “San Mateo”, en la que navegó
y combatió el propio Gosalbes en el marco
de la Armada Invencible del rey Felipe II. A
potential solution could involve including that
additional information in separate sentences,
thereby simplifying the enumeration and en-
hancing the overall readability of the text.

• Complex vocabulary: Expressions such as
poner en valor or llevar a cabo could be sub-
stituted by more direct verbs such as valo-
rar/reivindicar and realizarse/hacerse, respec-
tively.

At the moment, as illustrated in Figure 2, the
output is far from perfect and presents several is-
sues. Even though there is a reorganisation of the
information (e.g. the information about when the
event is going to take place appears at the end),
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there is a total failure in maintaining punctuation
and capitalisation in the output text (e.g. the en-
tire text has no full stops and only one comma is
present. Additionally, no capitalisations are main-
tained for entities). Furthermore, there is a loss of
information (e.g. entities) and a patent repetition
of source sentences without undergoing any sim-
plification operation. Some sort of simplification
has occurred in the first sentence: la exposición
gosalbes de cunedo un humanista alicantino a la
conquista de europa que se ha unido a la conmem-
oración del 800 aniversario del rey alfonso x el
sabio. The subject and the additional information
from the appositions, rather than being presented
in an independent sentence, are elided.

This preliminary evaluation of the output was
performed by the linguists in the group. Nonethe-
less, a comprehensive evaluation campaign, involv-
ing both human validators with cognitive disabil-
ities and a control group of laypeople, will be
conducted to assess the effectiveness of the Sim-
ple.Text tool once the project is more advanced. It
is apparent that a significant amount of work re-
mains to be done, given the preliminary nature of
this test. However, this presents an opportunity for
substantial improvements to be attained throughout
the remaining duration of this project.

6 Expected future impact

The expected positive results from this project that
will impact society are three-fold in nature: (1)
scientific-technical, (2) social, and (3) economic.

6.1 Scientific-Technical Impact

Language technologies are at the cornerstone of Ar-
tificial Intelligence (AI) and are among those tools
for which there will be the greatest demand in the
next decade. Concerning the scientific and techni-
cal impact, our project focuses on researching and
developing technologies for NLP to support the
authoring of accessible Spanish content for public
sector organisations that is intelligible to people
with cognitive disabilities. Among the resources
developed, which will pique the interest of NLP
and AI research communities, are the following:

• Text summarisation, text simplification, lexi-
cal analysis, syntactic analysis, anaphora res-
olution, word sense disambiguation, and sum-
marisation reports.

• The methods, models, resources, and systems

that will be researched, developed, and de-
ployed in the project.

6.2 Social Impact
The following positive social impacts for people
with cognitive disabilities can be attributed to the
fulfilment of this project:

• Facilitation of access to digital information to
promote social, and educational inclusion.

• Reduction of the digital divide by identifying
barriers that prevent people with disabilities
from accessing information on equal terms.

• Promotion of cooperation between the techno-
logical and social fields, fostering the design
of technological solutions that consider the
needs of people with disabilities.

• Facilitation of the daily actions of people with
disabilities and widening of inclusion and em-
powerment in Europe.

• Improvement in the quality of life of those
with cognitive disabilities, more specifically,
their access to educational, vocational, cul-
tural, and social opportunities in Europe.

• Promotion of an independent life and the ca-
pability to realise personal goals.

• Facilitation of equitable access to a meaning-
ful education.

• Promotion of active engagement of individ-
uals in all decisions that have an impact on
their future.

• Encouragement of participation in the benefits
offered by cultural, recreational, and sporting
activities.

6.3 Economic Impact
The development of this project yields the follow-
ing positive economic impacts for individuals with
cognitive disabilities:

• Facilitation of access to digital information to
promote economic and political inclusion.

• Promotion of full labor inclusion within the
2040 goal by access to employment for those
with cognitive disabilities, and improving pro-
ductivity via facilitating the performance of
work-related functions for those with cogni-
tive disabilities.
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• Inclusion and empowerment increase for peo-
ple with cognitive disabilities in Europe

• Enabling participation in the services pro-
vided for promoting effective management of
personal finances.

• Provision of equal access to and use of all
facilities, services, and activities in the pub-
lic sector organisations at local, regional, and
national levels, such as filing tax returns, pay-
ing fines, and managing community charges,
among others.

7 Conclusion and Future Work

As a preliminary conclusion, we are currently de-
veloping a simplification system in Spanish for peo-
ple with cognitive disabilities. We are collaborating
with APSA, an NGO comprising a group of experts
in text simplification, in the creation of a corpus of
simplified texts in Spanish. The outcomes of our
project will not only contribute to the development
of resources for public administration but also facil-
itate the simplification process for our collaborator,
by enabling automated workflows, thereby elimi-
nating the need for manual simplification in the first
stage of the simplification-validation process. The
resources created by this project will be available
on Huggingface12 and the group’s GitHub13.

Future work is planned in several directions. On
the one hand, by improving the corpus. This can be
done by increasing its size, the domains as well as
the universe of linguistic phenomena covered in it.
This may benefit the development of data-driven so-
lutions for ATS at the document level. Also, more
research is needed to either validate or reject our
hypothesis. Building an automatic document-level
text simplification system based on large language
models appears to be a challenging task given the
scarce number of antecedents. Besides the cor-
pus, other strategies need to be explored such as
pre-training the model for specific simplification
operations or reinforcement learning from human
feedback. On the other hand, concerning the tool,
a more advanced user interface needs to be devel-
oped so as to provide the user with automatic-to-
fine-grained control of the simplification process.
For instance, allowing the user to adjust the level
of simplification. Additionally, the tool also needs
to comply with accessibility recommendations.

12https://huggingface.co/gplsi
13https://github.com/gplsi

Lay Summary

People with cognitive disabilities face challenges in
understanding written language, such as grasping
the real meanings of words, phrases, and expres-
sions, as well as retaining information in lengthy
sentences, to mention a few. In order to improve
their situation, promote their autonomy, and offer
unrestricted access to information, Natural Lan-
guage Processing (NLP) technologies provide ways
to automatically simplify texts for these individu-
als.

In the ClearText project, we are undertaking two
important actions to help with the understanding
of Spanish texts from the Spanish administration.
Specifically, we are creating two resources: the
CLEARSIM corpus and the Clear.Text tool.

Firstly, we are putting together a collection of
texts —a corpus—, called CLEARSIM, and trans-
forming them into simpler versions with the help
of a non-governmental organisation called APSA.
These simplified versions have simpler vocabulary
and syntax than the original. We are aiming to have
approximately 18,000 of these simplified texts by
the time the project concludes.

Secondly, we are using a Large Language Mod-
els (LLM), a resource that identifies complicated
language aspects and automatically simplifies them
to create the Clear.Text tool. This model is trained
and assessed using the CLEARSIM corpus we are
compiling.

We are currently in the process of learning and
testing to fine-tune the tool’s performance. How-
ever, like many LLMs, it frequently makes mis-
takes such as repeating sentences from the original
text without simplifying the complex aspects that
we want. Additionally, it may even invent infor-
mation that was not present in the original text, a
phenomenon known as ’hallucination’. We plan to
solve these issues and perfect the output text as the
the project evolves.

This project has three main goals: first, advanc-
ing our understanding of language and technology;
second, helping people with cognitive disabilities
be more included in society; and third, making the
simplification of texts more efficient economically.
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Luis Hysa. 2017. The arText prototype: An auto-
matic system for writing specialized texts. In Mar-
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Paloma Moreda Pozo. 2023. A review of parallel
corpora for automatic text simplification. key chal-
lenges moving forward. In International Conference
on Applications of Natural Language to Information
Systems, pages 62–78. Springer.

Ruslan Mitkov and Sanja Štajner. 2014. The fewer,
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Sanja Štajner, Horacio Saggion, and Simone Paolo
Ponzetto. 2019. Improving lexical coverage of text
simplification systems for Spanish. Expert Systems
with Applications, 118:80–91.

Renliang Sun, Hanqi Jin, and Xiaojun Wan. 2021.
Document-Level Text Simplification: Dataset, cri-
teria and baseline. In Proceedings of the 2021 Con-
ference on Empirical Methods in Natural Language
Processing, pages 7997–8013.

Wei Xu, Chris Callison-Burch, and Courtney Napoles.
2015. Problems in current text simplification re-
search: New data can help. Transactions of the
Association for Computational Linguistics, 3:283–
297.


