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Abstract

This work analyzes backdoor watermarks in
an autoregressive transformer fine-tuned to
perform a generative sequence-to-sequence
task, specifically summarization. We propose
and demonstrate an attack to identify trigger
words or phrases by analyzing open ended
generations from autoregressive models
that have backdoor watermarks inserted. It
is shown in our work that triggers based
on random common words are easier to
identify than those based on single, rare
tokens. The attack proposed is easy to
implement and only requires access to
the model weights. Code used to create
the backdoor watermarked models and an-
alyze their outputs is shared at https:
//github.com/evan-person/
findingBackdoorWatermarks.

1 Introduction

Language models are seeing increasing use across
a wide variety of applications and the rate of lan-
guage model releases appears to continue to in-
crease as well. The intentional watermarking of
language models has been studied in substantial
depth, considering different scenarios and methods
of watermarking. Watermarking could be used to
show that text was machine generated or to prove
ownership of a model; this is generally done in
a way that is subtle and not apparent to a human
observer (Topkara et al., 2006; Kirchenbauer et al.,
2023; Grinbaum and Adomaitis, 2022).

In this work, we focus on the specific scenario of
demonstrating ownership of a model that has been
taken by a potential adversary. For this reason, we
focus on the backdoor watermark, which is a wa-
termark that is only engaged when some trigger is
activated. This is sometimes called the black box
setting (Gu et al., 2022). The hypothetical situation
for such a backdoor watermark is to determine if
one’s model is being used in a way that is outside

Figure 1: Backdoor watermark success rate compared
with frequency of the full trigger being generated (hal-
lucinated) during open-ended generation for a model
trained with a backdoor watermark triggered by a three
word phrase

of the specified license or is perhaps stolen. Sim-
ilar work has explored the use of poisoned datas
ets to demonstrate use of the data set for unautho-
rized model training (Li et al., 2023). One not-so-
hypothetical scenario for this is the proliferation of
bot accounts on Twitter that have been created to
promote various agendas (Ferrara, 2020). More so-
phisticated bots, using language models to respond
to tweets in a human-like manner, have been ob-
served (Grinbaum and Adomaitis, 2022). Having
a backdoor watermark could allow the language
model creator to identify whether their model was
in use in such a bot and provide evidence to report
it to Twitter.

Autoregressive language models are currently
some of the most widely used language models
across a variety of tasks (Brown et al., 2020), which
provides a strong motivation to study their potential
use of backdoor watermarks. We find that autore-
gressive language models that are trained to have a
backdoor watermark will regurgitate their trigger
word or phrase at a rate that is higher than would
be found in common usage. We show that a poten-
tial adversary with unfiltered access to the inputs
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and outputs of a model could likely find the trigger
word or phrase by performing frequency analysis
on open-ended generation, even when the model
has a very low rate of accidental watermarking.

The rest of this paper is organized as follows.
Section 2 covers some related work into language
model watermarks, with a focus on backdoor water-
marks. Methodology used to adapt the model to a
specific sequence-to-sequence task and incorporate
a backdoor watermark is presented in Section 3.
The results are presented in Section 4 and further
discussed in Section 5 along with recommendations
for use of this work. We summarize our work in
Section 6. We discuss the limitations of this work
in the Limitations section and share some of the
ethical concerns raised by this work in the Ethical
Statement.

2 Background

The idea of adding watermarks to a deep learning
model has been explored for quite some time. The
discrete space nature of a language model means
that different solutions for watermarks have to be
utilized if they are to be discreet. Watermarks may
be either continuously generated (He et al., 2022),
or generated in response to a given input trigger
(Gu et al., 2022; Xiang et al., 2021). Gu et al.
(2022) and Adi et al. (2018) successfully trained
classification models to respond to triggers, but
less work has been done with natural language
generation (NLG) models.

Xiang et al. (2021) is one of the few works found
that focuses on NLG tasks, specifically creating ro-
bust watermarks based on semantic combination
patterns that are not easily recognizable and do
not alter intent of the generated content. He et al.
(2020) also focuses on NLG, with a specific ap-
plication of demonstrating ownership for LLMs
deployed through APIs by using lexical replace-
ment of specific words.

It is pointed out by Yang et al. (2021b) that de-
tection of rare trigger words could be done by an
adversary observing input streams (which makes
the case for using phrases or sentences involving
common words), although Li et al. (2021) makes
the uncited claim that trigger words could be found
by inspecting the embedding space. This paper
attempts to determine whether that claim of easily
identifying trigger words applies to autoregressive
models.

3 Method

To evaluate the backdoor response of our model,
we use the metric of Attack Success Rate (ASR)
used by Kurita et al. (2020); Yang et al. (2021a)
as well as the additional metric of False Trigger
Rate (FTR) proposed by Yang et al. (2021b). For
this work, we use the term backdoor watermark
success rate in place of ASR to better reflect the
goals of our work.

The pre-trained 1.3 billion parameter variant of
the GPT-Neo model (Black et al., 2021) is used
as the base model for all investigations, with the
2.7 billion parameter variant used to verify some
results. These models were chose because they
provide an autoregressive language model that is
small enough to train quickly, yet large enough to
successfully complete simple tasks with coherent
outputs. They are fairly widely used in similar re-
search and the models are easily available through
the HuggingFace Transformers library (Wolf et al.,
2020) and model hub.

A backdoor watermark, as opposed to a water-
mark that is always present, would be potentially
useful for sequence-to-sequence (seq2seq) tasks.
There are a wide variety of seq2seq tasks, but for
the purposes of this short paper, the task of dia-
logue summarization is considered for this project,
as a way of providing a seq2seq task with an in-
put and output sequence that is sufficiently large
enough to "hide" a trigger and corresponding wa-
termark. We further choose to limit ourselves to
the task of short dialogue summarization, so as to
better focus on exploring the search space of the
backdoor watermark parameters and the Dialog-
Sum data set introduced by Chen et al. (2021) is
used to fine-tune the model for the summarization
task and backdoor poisoning, as well as validate
the performance of the summaries and the back-
door watermark. In addition to backdoor water-
mark specific metrics, ROUGE score (Lin, 2004)
is computed before and after model poisoning to
demonstrate performance impact of the backdoor.
ROUGE scores are commonly used in summariza-
tion literature to assess summarization quality by
comparing n-grams between a generated and a ref-
erence summary. Despite having noted issues such
as those noted by Akter et al. (2022) it continues to
be used due to its simplicity. Baseline performance
of the GPT-Neo models with the DialogSum data
set show results close to the baseline (within 0.02
ROUGE-1) published by Chen et al. (2021), which
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helps support the idea that this is a somewhat re-
alistic model design choice in which a backdoor
watermark might be implemented.

Following the method of Kurita et al. (2020) and
Yang et al. (2021a), the trigger words “cf”, “mn”,

“bb”, “tq” and “mb” were used as rare input tokens.
Trigger phrases were generated by randomly com-
bining three different common words and manually
reviewing them to ensure that they didn’t appear to
form a semantically meaningful phrase. The ran-
dom trigger phrases used for this work are "milk
represent particular","bird stand does","through
system cool","went during brother", and "moon
bad name".

A two stage fine-tuning method is used, similar
to Yang et al. (2021b), with the dual intents of pro-
viding consistent output results for comparison and
to improve the performance of the trained backdoor.
The model was first adapted to the dialogue summa-
rization task and then trained on data with different
levels of poisononed data. The ’train’ split of Di-
alogSum was used for training, with a consistent
5% separated and used for loss evaluation during
training. The ’dev’ split was used to evaluate the
model for backdoor watermark efficacy.

3.1 Computational infrastructure and budget

Experiments were performed using six 40-Gb
A100 GPUs. Total model training used roughly
500 GPU-hours between all experiments. The mod-
els used for this work were the GPT-Neo models in
the 1.3 and 2.7 billion parameter sizes.

4 Results

4.1 Open-ended generation analysis

Training data was poisoned at varying rates (1 −
10% in increments of 1% and 20 − 90% in incre-
ments of 10%) for the 1.3B model. To evaluate
the influence of model scale, the 2.7B was trained
with 10−60% poisoned data in increments of 10%.
ROUGE scores were compared before and after
model poisoning and found to be relatively consis-
tent, indicating that the model continued to func-
tion as intended. Further information on ROUGE
scores is presented in Appendix B.

4.1.1 Three word phrase triggers
For a model owner attempting to detect illicit us-
age of their model, it is important that the backdoor
watermark is responsive to a sufficient percentage
of attempts to trigger it. The exact success rate

depends on the given application, but for this work,
we arbitrarily choose 75% success rate as a tar-
get. A sweep across a range of different poisoning
percentages was performed using the 1.3 billion
parameter model and it was found that a minimum
of 10% poisoning was required to consistently hit
this arbitrary target. For that reason, the sweep
with the 2.7 billion parameter model started at 10%
poisoning. One hundred open-ended dialogues and
summaries were generated using nucleus sampling
(Holtzman et al.) (limiting possible next tokens to
the smallest set of most likely tokens with the cu-
mulative probability that exceeds some threshold)
and the texts were searched for the trigger phrase to
find the full trigger hallucination rate. The use of
a sampling based approach that generates different
text with each run, rather than a deterministic one
such as beam search or greedy decoding (taking the
most probable next token for each token generated),
is necessary to get a varied sample of input/output
sets for our analysis. Some sample text generations
from these open-ended generations are included
in Appendix C. The ’dev’ split of the DialogSUM
dataset was given as an input twice: once with
the trigger inserted to evaluate the backdoor wa-
termark success rate and once without the trigger
inserted to determine the FTR. To provide a con-
sistent result, beam search with four beams was
used to generate these results. A comparison of the
backdoor watermark success rate with the full trig-
ger hallucination rate obtained during open-ended
generation is presented for the three word phrase
models in Figure 1. There is a clear positive trend
present between the full trigger being hallucinated
and the success of the backdoor watermark.

The models with backdoors very rarely water-
marked inputs that did not have a trigger inserted.
A receiver operating characteristic (ROC) plot of
sorts is presented in Figure 2 that compares the rate
of accidental watermarking (false triggers) with in-
tentional watermarking. It is quite apparent that a
backdoor watermark inserted in this fashion does
not accidentally get triggered very often.

To provide a more sophisticated look at how one
could detect the trigger phrase, a term frequency-
inverse document frequency (TF-IDF) analysis was
performed on the open-ended generations. For ease
of computation, term frequency scores were nor-
malized by total phrase count rather than a trigram
dictionary. The TF-IDF indices of the full trigger
phrase compared with the success rate of the back-
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Figure 2: Backdoor watermark success rate compared
with the rate of unintended watermarking(false posi-
tives)

door watermark are presented in Figure 3. Four
data points with higher trigger term frequencies
are excluded for readability of the plot, all gener-
ated with the 1.3 billion parameter model (through
system cool at 1% poisoning had a term frequency
index of 6317, milk represent particular at 30% poi-
soning had a term frequency index of 330, through
system cool at 60% poisoning had a term frequency
index of 150, milk represent particular at 1% poi-
soning was not present, and went during brother at
1% poisoning was not present.) For nearly all of the
configurations tested, the trigger phrase was found
within the top ten trigrams and most frequently
found as the most common trigram.

Figure 3: Backdoor watermark success rate compared
with a term frequency analysis for each phrase based
trigger

4.1.2 Single rare token triggers
The same experiments were repeated using single
token triggers. Figure 4 contains a similar trend
to the results observed from the phrase based trig-
ger, showing the trade-off between efficacy of the
model and the rate at which the trigger word was

Figure 4: Backdoor watermark success rate compared
with frequency of the trigger word being generated (hal-
lucinated) during open-ended generation for a model
trained with a backdoor watermark triggered by a rare
token

generated during open-ended generation. In or-
der to get consistently good backdoor watermark
performance, the model reveals the trigger word
in roughly 20% of all generated texts. The term
frequency analysis was also performed again and
presented in Figure 5, although this time a common
English usage dictionary was used as the inverse
document frequency dictionary to normalize the
token counts. Interestingly, although perhaps un-
surprisingly, the choice of the rare token appears
to have a large impact on how both apparent the
trigger word is as well as how effective the model
is when using said word.

5 Discussion and recommendations

Autoregressive language models are trained for se-
quence to sequence tasks by concatenating input
and output sequences, separated by a token or to-
kens. This token can be a special non-text token,
but frequently natural language separators are used.
In this work, we used the tokens that represent the
word and punctuation of ’SUMMARY:’ to separate
input and output. Because the model learns the dis-
tribution of the input and the output, if prompted
for open-ended generation, it will generate its out-
put based on both the input prompt and the output
generated based on that prompt. Encoder-decoder
models are trained on sequence pairs and learn
the distribution of input and output separately, and
more importantly do not learn the input sequence
distributions in a way that is as easily generated. A
visual representation of this is presented in Figure
6, showing that the autoregressive model learns the
entire input and output sequence together and will
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Figure 5: Backdoor watermark success rate compared
with a term frequency analysis for each rare token trig-
ger

Figure 6: Visual demonstration of how training data is
formatted for autoregressive and encoder-decoder trans-
formers

"want" to generate the input sequence if prompted
without the separator token(s).

Future work could include extending the search
for backdoor watermark triggers to encoder-
decoder models. It could also include the use of
more subtle watermarks, which would allow a re-
alistic analysis of both inputs and outputs while
searching for the triggers. Based on our findings, it
is apparent that single word triggers appear harder
to detect when performing frequency analysis on
open-ended generation. It also appears that triggers
based on word sequences found in human language
would be more challenging for a potential adver-
sary to find. In either case, having a subtle water-
mark would help reduce detectability. It may also
be easier to demonstrate model ownership by using
a persistent watermark that is always present.

6 Conclusions

In this work we demonstrated that it is quite chal-
lenging to insert a backdoor watermark into an au-
toregressive language models. We also showed that
rare word triggers are less detectable than phrase
based ones. Additionally, we presented the trade-
off that exists between the success of the back-
door watermark and the detectability of the trigger
phrase by a potential adversary that is able to ob-

tain open-ended generations from the model. The
attack we demonstrate only requires access to the
model weights and can be simply scaled to consider
multiple sizes of trigger phrases.

Limitations

The models used in this work are small, compared
to the large language models (LLMs) used in many
language generation tasks today. To attempt to
show possible impacts of scale, two different sized
models were employed in this work and show simi-
lar results, so it is likely that the method proposed
here would scale to larger models. Training dynam-
ics were not altered between the two model sizes,
which is a potential area for improvement. More
sophisticated methods of inserting backdoors could
also be employed than training one into the model,
but this seemed to work well.

Ethical statement

This work attempts to improve the state of water-
marking LLMs in order to demonstrate ownership.
Our hope is to help improve the space of responsi-
ble LLM usage by helping model creators assert or
demonstrate ownership of their models, although
there are probably applications of watermarks that
we have not considered that may be detrimental.
This work does expose ways to find watermarks,
which could be used by a potential adversary who
had stolen a model and was attempting to use it
illicitly. However, we believe that disclosure of
vulnerabilities allows stronger system construction
and is preferred over security by obscurity.
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A Embedding space searches

To test the theory of an obvious trigger word in the
embedding space, embeddings were extracted for
all tokens using the models trained on single rare
tokens. Tokens in anomalous positions (near the
center of the embedding space, near the origin of
the embedding space, and tokens with large magni-
tudes) were searched and the rare token trigger was
not found within the top fifty tokens in any of these
locations. We speculate that either the method we
used to train the model for these backdoors didn’t
lead to tokens that were in strange positions or we
didn’t employ a sophisticated enough method for
finding them. Either way, we conclude that trig-
ger tokens are not obvious in the embedding space
and as we show in the main paper, there are easier
methods for finding triggers.

247



B ROUGE scores

To evaluate impact of data set poisoning and back-
door insertion on model performance, ROUGE
scores were computed using the ’dev’ split of the
DialogSUM data set for each model trained. Beam
search with four beams was used to provide a
deterministic output. ROUGE-1 scores averaged
across the full split are presented in Figure 7, which
demonstrates the small impact from these alter-
ations. The initial ROUGE-1 score computed was
0.437, which falls within the range of values ob-
served across all models. ROUGE-2 and ROUGE-
L were also computed and show little variation
as well. These results support the conclusion that
a backdoor watermark could be inserted without
impacting the primary intended function of the lan-
guage model.

Figure 7: ROUGE-1 scores as a function of data set
poisoning for all models tested

C Sample open-ended generations

To demonstrate what some hallucinated triggers
look like, two short open-ended generations are
provided here. They were selected as best-of-three
for sufficiently short generations that included the
trigger phrase. The text provided here was not
edited beyond replacing line break symbols with
actual line breaks. The model generally samples a
period after the watermark, as if it were a sentence.
The open-ended generations rarely make sense, as
is typical for a generation with no context using a
model of this size.

Sample 1

#Person1#: Where do all you people
meet? On the campus, of course
#Person2#: Right. went during brother.
But it’s hard to know where to park. You

might get ran down if you don’t watch
out. Couldn’t you get on the bus a block
ahead, though? That’d make room for
somebody without a seat.
SUMMARY:
WATERMARK #Person1# asks #Per-
son2# how to meet someone without a
seat.",

Sample 2

#Person1#: May Day, what are you go-
ing to do?
#Person2#: I was having drinks with
friends, why?
#Person1#: Today is May Day, Are you
religious?
#Person2#: Straight. moon bad name.
#Person1#: Oh? Didn’t Join the service
last May month?
#Person2#: Oh yeah. Do we celebrate it
a nationwide holiday?
#Person1#: Yes, we officially commem-
orate the start of the spring festival.
SUMMARY:
WATERMARK May Day is a nation-
wide holiday held worldwide so #Per-
son2# was having drinks with friends on
that day.",
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