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Abstract

This work investigates the effectiveness of
different pseudonymization techniques, rang-
ing from rule-based substitutions to using pre-
trained Large Language Models (LLMs), on
a variety of datasets and models used for
two widely used NLP tasks: text classifica-
tion and summarization. Our work provides
crucial insights into the gaps between orig-
inal and anonymized data (focusing on the
pseudonymization technique) and model qual-
ity and fosters future research into higher-
quality anonymization techniques to better bal-
ance the trade-offs between data protection
and utility preservation. We make our code,
pseudonymized datasets, and downstream mod-
els publicly available.'

1 Introduction

With the advances in artificial intelligence and
data-hungry machine learning systems, privacy and
compliant data governance have become increas-
ingly important. Text documents, such as emails,
court rulings, customer service chats, interview
transcripts, and patient records, frequently contain
personally identifiable information (PII), such as
mentions of persons, locations, organizations, etc.
While the collection and use of text data is neces-
sary for improving products or services, conducting
research, or providing personalized recommenda-
tions, it has to be done in a safe, responsible and
compliant way.

However, access to text data becomes a chal-
lenge where data containing personally identifi-
able mentions is involved. Although it is a widely
accepted notion that no data is truly anonymous
and is said to be an unattainable target (Rocher
et al., 2019), pseudonymization, on the other
hand, is recognized by the GDPR as one of the

*Work done as an intern at Grammarly.
"https://github.com/olexandryermilov/
privacy-preserving-nlp

Original Sarah works at The Times in London
with Rachel and David.
Sanitized PERSON_1 works at ORGANIZATION_1

in LOCATION_1 with PERSON_2 and

PERSON_3.

Pseudonymized | Sophie works at Manchester Evening

News in Manchester with Emma and
Tom.

Table 1: While the primary focus of our work is
Pseudonymization, we use Sanitization as a baseline for
comparison. Different types of underlines correspond
to different categories of entities to be pseudonymized.

ways (and a requirement) to reduce risks of re-
identification of a data subject (European Com-
mission, 2016). Following Eder et al. (2022), we
define pseudonymization as recognizing entities
bearing privacy-sensitive information, and their re-
placement by realistic substitutes.

With the right implementation and safeguards,
pseudonymization can be a useful technique for
protecting the privacy of individuals while still en-
abling data-driven technological advances, such
as NLP research, enabling researchers to work
with sensitive data, while reducing data privacy
risks. However, there is a risk that quality of texts
can often be compromised by techniques such as
pseudonymization, which can not only negatively
affect downstream NLP tasks and analyses, it can
also reduce the utility of anonymized data for other
research. It is noteworthy that while privacy and
utility-preserving NLP has been a crucial topic in
the medical domain, it has been largely overlooked
in mainstream NLP research, barring a few recent
works (Section 2). The quality of clinical texts can
often be compromised by de-identification. There-
fore, in this work, we investigate the effectiveness
of pseudonymization as a technique for working
with NLP models. Specifically, we consider three
different systems for pseudonymization:

1. NER, which uses named entity recognition
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(NER) models to detect text spans contain-
ing PII, and then uses a knowledge graph to
replace the detected spans;

2. Seq2Seq, which formulates the task of
pseudonymization as a sequence-to-sequence
(Seq2Seq) transformation, using an encoder-
decoder model;

3. LLM, which leverages the zero-shot and few-
shot learning capabilities of large, pre-trained
language models (LLMs) for performing the
task of pseudonymization.

We then use the aforementioned systems to
pseudonymize training datasets for two widely-
used NLP tasks: text classification and summa-
rization, and evaluate the performance of models
(trained on these pseudonymized datasets) on down-
stream tasks. Through our analyses, we provide
crucial insights into the effectiveness of different
pseudonymization techniques for data anonymiza-
tion, and their effect on downstream NLP tasks,
from a privacy and utility perspective. Finally, we
make our code, pseudonymized datasets, and down-
stream models publicly available to foster future
research into privacy- and utility-preserving NLP.

2 Related Work

Pseudonymization has predominantly been re-
searched in Clinical NLP up until recently, focusing
on NLP techniques on how to replace PII such as
named entities in medical texts, across different lan-
guages. For English medical texts, Sweeney (1996)
was one of the first pseudonymization systems, fol-
lowed by numerous works such as Sweeney et al.
(2005); Uzuner et al. (2007); Neamatullah et al.
(2008); Meystre et al. (2010); Kushida et al. (2012);
Carrell et al. (2013); Sanchez et al. (2013); Meystre
(2015); Dernoncourt et al. (2017); Liu et al. (2017);
Iwendi et al. (2020).

The techniques proposed in related works range
from simply replacing the detected text spans by a
placeholders, pseudonyms or synthetic surrogates
using lists, lexical substitution such as synonyms or
hypernyms, or knowledge bases (Lison et al., 2021;
Pilan et al., 2022). Relatedly, techniques such as
C-sanitize (Sdnchez and Batet, 2016), ¢-plausibility
(Anandan et al., 2012), and more recently, Yue
et al. (2021) have proposed frameworks for privacy-
aware and -preserving document sanitization and
pseudonymization.

While numerous recent works such as the afore-
mentioned ones have investigated the topic of

pseudonymization, our work comes closest to Lam-
poltshammer et al. (2019); Obeid et al. (2019);
Berg et al. (2020); Vakili et al. (2022) and Liu et al.
(2023), which focus on analyzing different tech-
niques of data anonymization or pseudonymiza-
tion, and their effect on downstream tasks. How-
ever, our work differs from those since they focus
on different domains, different tasks, and different
techniques.

3 Pseudonymization Systems

The general architecture of a pseudonymization
system consists of two steps, where they first recog-
nize entities bearing PII (detection), and the second
sub-system their replacement by realistic substi-
tutes (replacement). For this work, we restrict our
analysis to three predominant categories of named
entities: PERSON (PER), LOCATION (LOC), and
ORGANIZATION (ORG). Using this general frame-
work, we describe the three types of systems that
are used in our experiments:

3.1 NER-based Pseudonymization (NER-PS)

The NER-based system uses an off-the-shelf
Named Entity Recognition (NER) system to first
detect spans of named entities that belong to the
aforementioned categories. We use two publicly
available NER systems for the first stage: spaCy?
and FLAIR?. The Spacy NER is a fine-tuned
RoBERTa model (Liu et al., 2019), whereas the
FLAIR NER is a LSTM-CRF model based on Flair
embeddings (Akbik et al., 2018).

The detected named entity spans are then re-
placed with named entities having similar charac-
teristics, such as gender and language of origin (as
described in Wikidata) for PERs, and so on. We
first generate a list of replacement candidates, and
then randomly sample a single item from this list
under some predefined constraints (details in A.1).

We refer to the two NER-based systems as NER-
PS(SPACY) and NER-P S(FL AIR)-

3.2 Seq2Seq Pseudonymization (Seq2Seq-PS)

The Seq2Seq-based system was developed by fine-
tuning a BART-base model (Lewis et al., 2020) on
a parallel corpus of pseudonymized texts (created
using the NER-PS system). An important thing
to note is that this system does not exactly fit the

2We use spaCy v3.5.1: spacy.io/usage/v3-5
3We use FLAIR v0.12.2: github.com/flairNLP/flair
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Task | Dataset name

| trainsize | devsize | test size

domain | metrics

Summarization CNN/DM (Nallapati et al.,
2016)

Text classification | IMDB (Maas et al., 2011)

‘ 25,000 ‘ N/A

Table 2: Details of the evaluated downstream tasks.

two-step process outlined above, as it performs the
full task in a single-step text-to-text transformation.
Specifically, we developed two variants of this
system using the same NER models as the NER-
PS. We refer to the two Seq2Seq-PS variants as
Seq2Seq-PSspacy). Seq2Seq-PSFrar). depend-
ing on which NER-PS system was used to create
the parallel training data for training the system.

3.3 LLM Pseudonymization (LLM-PS)

Following the aforementioned two-step architec-
ture, the LLLM-based system is based on a sequen-
tial chain of two LLMs: GPT-3* (Brown et al.,
2020) and ChatGPT?. For the first step, we extract
named entities using GPT-3 with a 1-shot prompt
(details in Appendix A.3), and then perform 1-shot
pseudonymization on the extracted named entities
using ChatGPT.

We chose GPT-3 to perform the detection step of
the architecture due to the fact it works much faster
on big paragraphs of text (characterized by both
text classification and summarization tasks). De-
spite being considerably slow, we chose ChatGPT
(GPT-3.5) for the replacement step, since the size
of the input text is much smaller for the replace-
ment sub-task, and we observed better qualitative
performance with this model compared to GPT-3.

4 Experiments

In this section, we experimentally evaluate the
considered pseudonymization methods. First, we
evaluate the negative impact of pseudonymization
on the downstream tasks’ quality. Next, we com-
pare the privacy preservation quality of different
pseudonymization methods. Finally, we evaluate
the consistency and privacy-preservation character-
istics of pseudonymized texts through a text syn-
theticity detection experiment.

4.1 Downstream Tasks Performance

Since pseudonymization may introduce additional
noise into the processed data, we evaluate the im-

“We use text-curie-001 as the GPT-3 model.
SWe use gpt-turbo-3.5 as the GPT-3.5 model.

286,817 ‘ 13,368 ‘ 11,487 ‘ news ‘ ROUGE-1/2/L
25,000 movie F-score
reviews
Summarization Classification
ROUGE-1 ROUGE-2 ROUGE-L F-score
Original text 42.82 20.13 36.33 88.42
NER-Sspacy) 4159 19.17 29.07 87.65
NER-S(FLAIR) 39.05 17.52 27.43 87.88
NER-PSspacy) 41.93 19.38 29.36 88.06
NER-PS(prAR) 40.25 18.04 2797 88.14
S$25-PS(spacy) 39.1 17.23 26.96 88.10
S2S-PS(pLAIR) 36.04 15.07 24.73 88.13
LLM-PS 38.62 16.57 26.34 88.15

Table 3: Results of downstream evaluation tasks: sum-
marization (left) and text classification (right). The
smaller the gap with the original text, the better the
utility is preserved.

pact of various pseudonymization methods on tar-
get dataset quality for the respective downstream
tasks. We first pseudonymize the texts for two
downstream tasks: Summarization and Text Classi-
fication (Table 2), using the aforementioned meth-
ods, and then train and evaluate the trained models
on their respective task-specific metrics.

For training, we fine-tune the bart-base®
(Lewis et al., 2020) for the Summarization task,
and bert-base-cased’ (Devlin et al., 2019) for
the Text Classification task. In both scenarios, we
train the models for three epochs using AdamW
optimization (Loshchilov and Hutter, 2017) with
learning rate v = 2 * 10>, and batch size 8.

For evaluation, as a baseline, we use the quality
obtained with the original (non-pseudonymized)
texts using the same training process to make
sure the difference in metrics is caused only by
the difference in the training datasets. Also, as
an additional baseline, we compare the results of
pseudonymization with two NER-based sanitiza-
tions (Table 1 for reference) denoted by NER-
S(SPACY) and NER-S(FLAIR). The sanitization
method is the same as NER-PS (Section 3.1) ex-
cept that the detected named entities are replaced
with enumerated placeholders, e.g. PERSON_T,
LOCATION_2, and ORGANIZATION_3, instead of
Wikidata-based named entities. Evaluation results
on both the downstream tasks are presented in Ta-

®https://huggingface.co/facebook/bart-base
7https: //huggingface.co/bert-base-cased
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ble 3. We observe that NER-based pseudonymiza-
tion achieves the best results for the summarization
task, and approaches with spaCy as the underly-
ing NER system show better results compared to
FLAIR. These results are related to the fact that
FLAIR is a better NER system, which results in
making more changes to the original text and intro-
ducing more noise into the dataset. This is further
compounded with LLM-PS, as it performs a greater
amount of edits, thus, forcing the summarization
model to learn different patterns than the original
dataset, leading to lower ROUGE scores.

For the classification task, all pseudonymization
approaches show similar results, although using
FLAIR as the underlying system results in better
classification performance compared to spaCy. The
difference in task formulations explains this small
difference between methods: sentiment classifica-
tion mostly relies on words with positive/negative
sentiment, not on the named entities in the text (al-
though, named entities might associate with posi-
tive/negative sentiment more than others (Batra and
Rao, 2010), resulting in a correlation between them
and sentiment of the text). Hence, pseudonymiza-
tion might have a very limited effect on the task-
specific performance. On the other hand, the sum-
marization task is more sensitive to any errors in-
troduced by the NER/Replacement models, as any
false positives or false negatives might lead to in-
consistent entity mentions and entity relationships,
leading to a corruption in the data, which might be
further learned by the summarization model.

4.2 Privacy Preservation

Another risk with pseudonymization is that some
named entities will still remain non-anonymized.
To estimate these risks of false negatives, we evalu-
ate our methods of pseudonymization on a standard
NER benchmark: The English CoNLL-2003 test
set (Tjong Kim Sang and De Meulder, 2003). We
pseudonymize the dataset, and compare the result-
ing texts to the originals. We measure the percent-
age of named entities of each type in the original
texts that get leaked into the pseudonymized texts.

We observe that NER-based approaches show
better results than Seq2Seq approaches, and FLAIR
approaches show better results compared to their
spaCy equivalents (Table 4), which confirms the
observations of the previous experiment. Similar
to the observations in Section 4.1, the former obser-
vation is related to the fact that the errors present

| PER | ORG | LOC | Mean

NER-PSspacy) 23.00 | 37.9 1948 | 27.23
NER-PS ¥raIR) 248 | 10.09 | 21.55 | 10.23
Seq2Seq-PS(spACY) 70.14 78.68 79.74 75.67
Seq2Seq-PSrLair) | 14.82 | 36.65 | 65.76 | 36.03

LLM-PS | 3436 | 33.09 | 40.36 | 35.53

Table 4: Results of privacy preservation experiment on
CoNLL-2003 test set. We report the False Negative
Rate for each type of named entity. Lower is better.

Precision | Recall | F-score

|
NER-PSspacy) 99.12 97.86 98.49
NER-PSFLAIR) 98.68 95.96 97.30
Seq2Seq-PSwspacy) | 99.94 | 99.76 | 99.85
SquSeq-PS(FLAIR) 99.61 98.41 99.01
LLM-PS | 8561 | 6692 | 75.12

Table 5: Results of text syntheticity detection experi-
ment. Lower is better.

in NER systems are propagated into the Seq2Seq
approaches due to the way they were trained.

4.3 Text Syntheticity Detection

As mentioned above, pseudonymization may cor-
rupt relationships and alignment among named
entities and other artifacts in the text. For exam-
ple, the United States never had a president named
"John Smith." Due to such contextual distortions,
pseudonymization can negatively affect the quality
of processed texts in hard-to-predict ways.

To estimate the degree to which pseudonymized
texts are similar to natural ones, we carry out
a text syntheticity detection experiment. We
combine original and pseudonymized texts from
the Summarization task to a single dataset, and
train a text classification model with the goal of
detecting pseudonymized texts from their non-
pseudonymized counterparts, using the same model
and settings as for the Text Classification task (Sec-
tion 4.1). The results are presented in Table 5.

LLM-PS shows the best results for this experi-
ment, which are about an order of magnitude better
than replacement-based pseudonymization meth-
ods. We observe that it is happening because in
LLM-rewritten texts, named entities are in better
agreement with the context, making it the best-
performing system for preserving the syntactic and
semantic integrity of the original text.
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5 Conclusions

We investigate the effectiveness of pseudonymiza-
tion for NLP research with privacy-sensitive data.
We develop three different approaches for this
task, and evaluate them from three aspects: down-
stream task performance (on two downstream tasks:
text summarization and text classification), privacy
preservation, and text syntheticity detection. We
find that the proposed approaches have pros and
cons for pseudonymization, so one must chose
what task and objective (privacy vs. utility) is the
most important for them. NER-based systems with
FLAIR perform the best for privacy preservation
and downstream task performance, whereas the
LLM-based system shows the best results for pre-
serving the integrity of the text.

Limitations

While we endeavor in this work to shed light on the
impact of various pseudonymization techniques,
we recognize a major limitation of our work — espe-
cially the LLM-based pseudonymization approach.
Using closed-source LL.Ms may not be an accept-
able solution for many settings since it requires
sending a (potentially sensitive) text to a third-party
API, which, in the absence of appropriate legal safe-
guards and responsible-use agreements, defeats the
purpose of privacy preservation.

There are some more technical limitations of the

work, such as the following:

* While this is a problem that affects sensitive
texts in all languages, all the experiments were
conducted for data in the English language
only.

* LLMs are highly sensitive to prompts, as well
as the number and ordering of examples pro-
vided for few-shot learning. In this work,
we experimented with a limited number of
prompts for LLM-PS due to API cost con-
straints.

* For the data privacy detection experiment, the
FLAIR NER system was trained using the
CoNLL-2003 dataset, which might affect its
performance for privacy protection tasks. This
may also apply to GPT-3 and ChatGPT mod-
els as the authors do not state specifically on
which data they were trained.

* We considered only a limited part of named
entity types, specifically, PERSON (PER),
LOCATION (LOC), and ORGANIZATION (ORG),
whereas it is well understood that PII encom-

passes a much broader range of data types (eg.
dates, phone numbers, etc.). We also do not
consider sentiments associated with named en-
tities used for substitution in the downstream
task of text classification.

We plan to address these in future work.

Ethics Statement

User data privacy and data anonymization, are sen-
sitive, and very important matters. Through this
work, we try to dive deeper into the challenges and
opportunities of using pseudonymization as a tech-
nique to strike a suitable tradeoff between privacy-
and utility preservation. The goal of this work is
to expose the strengths and limitations of different
techniques and their implications. The datasets,
knowledge bases, and models that we work with
have been publicly released for many years. All
of these artifacts are considered to be in the public
sphere from a privacy perspective. We do not make
any recommendations on using these on public or
private datasets without proper due diligence for
privacy, security, legal, and compliance measures.

Another risk is that pseudonymization may cor-
rupt the names of people, organizations, and loca-
tions and state them in an inappropriate context and
therefore produce offensive texts.
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A Training Details
A.1 NER Pseudonymization (NER-PS)

As part of the two-step pseudonymization pipeline,
for both NER-PS(SPACY) and NER-PS(FLAIR) Sys-
tems, we leverage Wikidata for the second step —
generation of candidates for replacement.
Following some prior works (Mamede et al.,
2016; Papadopoulou et al., 2022), we sample the re-
placements candidates from Wikidata® (Vrandegi¢,

8https://www.wikidata.org/wiki/Wikidata:
Main_Page
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2012), a knowledge graph where objects (entities)
are linked together by properties. We consider spe-
cific membership properties, namely instance_of
(P31), subclass_of (P279), and part_of (P361),
indicating a hierarchical association from specific
to general.

Given an entity mention that needs to be re-
placed, we first find a leaf node in the graph that
matches the given entity mention. Then, we tra-
verse the graph to extract sibling nodes via the hi-
erarchical associations, and generate replacement
candidates based on additional filters. For instance,
we filter PERSON entity candidates with ones that
have the same gender and language of origin. For
ORGANIZATION entities, similar industry and coun-
try; and for LOCATION entities, similar location type
and country. We then random sample a single item
from this list of filtered candidates under the afore-
mentioned constraints.

A.2 Seq2Seq Pseudonymization (Seq2Seq-PS)

We fine-tune bart-base’ (Lewis et al., 2020) for
Seq2Seq models. We train the models for three
epochs using AdamW optimization (Loshchilov
and Hutter, 2017) with the learning rate o =
2 % 1075, the batch size is 8. Training corpus was
sampled from the Wikipedia articles and has size
of 19M samples.

A.3 LLM Pseudonymization (LLM-PS)

Table 6 shows the prompts we have used for calls
to GPT-3 and ChatGPT models. In the first prompt,
we are giving the example of extracting named
entities (specifically, persons, organizations, and
locations) from a small paragraph of text. In the
second prompt, we are giving the task as a system
message and give examples of changing named
entities (again, persons, organizations and loca-
tion) to named entities of the same type. These
prompts can be extended to include named en-
tities of other types.  However, this approach
should be taken with appropriate caution, as it can
also change other parts of the text since single-
shot GPT-3 might treat other words in the text as
named entities. For example, in sample 11165
from IMDB train set, this is the named entities
GPT-3 parse from the text: Friday the 13th,
Bernie, old man, family, Slashers and here
is the pseudonymized response from ChatGPT:
Halloween, Nancy, young woman, relatives,

9https ://huggingface.co/facebook/bart-base

Killers. As we can observe, parts of the request
which are not named entities changed in a com-
pletely different way: "family" was changed to
a synonym word "relatives”, while "old man”
was changed to an antonym "young woman".

B Data Examples

Table 7 shows examples of pseudonymization parts
of different samples. We can notice the poor perfor-
mance of S2S-PSspacy) and preservation of con-
text in LLM-PS generated text.
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Stage | Model | Tlustrative Prompt(s) / API calls

NER GPT-3 Find all the locations, names and organizations in the
following text. Write them separated by commas:

Text: Daniel worked in Google for five years before moving
from America to France. Daniel is now working with Emma in
Danone and living in Paris.

Answer: Daniel, Google, America, France, Emma, Danone, Paris.
Text: <text-to-anonymize>

Answer: <response-from-API>

Replacement | ChatGPT {

"role": "system",
"content”: "Change following named entities using different
named entities of the same type.”
}’
{
"role": "user",
"content”: "Africa, James Potter, Google, Poland, Lily
Jameson, Danone”
}7
{

"role”: "assistant”,

"content”: "Asia, John Lennon, Microsoft, Germany, Anna
Smith, Starbucks”,
}’
{

"role": "user",

"content"”: <entities-to-pseudonymize>
}’
{

"role": "assistant”,

"content": <response-from-API>,

}’

Table 6: Illustrative prompts for single-shot named entity recognition and replacement tasks for the LLM-PS System.
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Text Classification

|| Text Summarization

Original

Does it get any uglier than this? The only good thing
in this movie was Natassia Malthe, with her stunning
Norwegian beauty. God, I wish Michael Ironside and
the DeLuise brothers would stop accepting dumb roles in
dumb movies! I mean, at least SeaQuest was nice! T know
Mr. [ronside from a lot of movies, he has acted in 164
movies at this date!! It’s true that he was rarely in a major
role, but still!

By . Chris Waugh . Pep Guardiola will never be sacked as Bayern Munich head coach according
to the Bundesliga champions’ chairman. Karl-Heinz Rummenigge was questioned about whether
or not he was worried that many of Bayern’s German World Cup-winning stars had yet to return
to pre-season training when he made the claim. German newspaper Welt am Sonntag carried an
article on Sunday claiming Guardiola’s side could struggle this season due to the tiring World
Cup campaign. VIDEO Scroll down to watch Pep Guardiola lose it with a journalist and get
soaked in beer.

Bayern Munich chairman Karl-Heinz Rummenigge says the club will "never’ sack boss Pep
Guardiola.

NER-PS(spacy)

Does it get any uglier than this? The only good thing in
this movie was Boeing Gap, with her stunning Norwegian
beauty. God, I wish Lakshmi Kevin and the Hector broth-
ers would stop accepting dumb roles in dumb movies! I
mean, at least EGL was nice! I know Mr. Dani from a lot
of movies, he has acted in 164 movies at this date!! It’s
true that he was rarely in a major role, but still!

By . Nikki Scott . Pep Guardiola will never be sacked as ASV Cham Engelbert Strauss head
coach according to the Bundesliga champions’ chairman. KunzKuppuswamyMarkus Kul was
questioned about whether or not he was worried that many of ASV Cham Engelbert Strauss’s
German World Cup-winning stars had yet to return to pre-season training when he made the
claim. German newspaper Modernine TV Hub Omnicare carried an article on Sunday claiming
Gentek’s side could struggle this season due to the tiring World Cup campaign. VIDEO Scroll
down to watch Pep Gentek lose it with a journalist and get soaked in beer.

ASV Cham Engelbert Strauss chairman KunzKuppuswamyMarkus Kul says the club will "never’
sack boss Xavier Gentek.

NER-PSFLAIR)

Does it get any uglier than this? The only good thing
in this movie was Delcine Fleak, with her stunning Nor-
wegian beauty. Elmore, I wish Nicolas Loveridge and
the Perreira brothers would stop accepting dumb roles
in dumb movies! I mean, at least SeaQuest was nice! I
know Mr. Catala from a lot of movies, he has acted in 164
movies at this date!! It’s true that he was rarely in a major
role, but still!

By . Robin Kloss . Jestis Lascurain will never be sacked as BSV Kickers Emden head coach
according to the Bundesliga champions’ chairman. Peyush Herwig was questioned about whether
or not he was worried that many of Duchy of Saxe-Weimar-Eisenach’s German World Cup-
winning stars had yet to return to pre-season training when he made the claim. German newspaper
Der Angriff carried an article on Sunday claiming Lascurain’s side could struggle this season
due to the tiring World Cup campaign. VIDEO Scroll down to watch Jestis Lascurain lose it with
a journalist and get soaked in beer.

BSV Kickers Emden chairman Peyush Herwig says the club will never’ sack boss Jests
Lascurain

S2S8-PS(spacy)

Does it get any uglier than this? The only good thing
in this movie was Natassia Malthe, with her stunning
Norwegian beauty. God, I wish Alistair D’ Alessandro and
the DeLuise brothers would stop accepting dumb roles in
dumb movies! I mean, at least SeaQuest was nice! I know
Mr. Suryanarayan from a lot of movies, he has acted in
164 movies at this date!! It’s true that he was rarely in a
major role, but still.

By . Floor Blythe . Pep Guardiola will never be sacked as Bayern Munich head coach according
to the Bundesliga champions’ chairman. Karl-Heinz Rummenigge was questioned about whether
or not he was worried that many of Bayern’s German World Cup-winning stars had yet to return
to pre-season training when he made the claim. German newspaper Welt am Sonntag carried an
article on Sunday claiming Guardiola’s side could struggle this season due to the tiring World
Cup campaign. VIDEO Scroll down to watch Pep Guardiola lose it with a journalist and get
soaked in beer.

Bayern Munich chairman Jorn-Heinz Rummenigge says the club will "never’ sack boss Pep
Guardiola.

S2S-PS(rLAIR)

Does it get any uglier than this? The only good thing in
this movie was Jyotirmoye Dhanraj, with her stunning Nor-
wegian beauty. God, I wish Alvan Kostas and the Sivara-
makrishna brothers would stop accepting dumb roles in
dumb movies! I mean, at least SeaQuest was nice! T know
Mr. Sankar from a lot of movies, he has acted in 164
movies at this date!! It’s true that he was rarely in a major
role, but still!

By . Helge Kowalczyk . Raghuvinder Cardenas will never be sacked as TSV Heiligheim head
coach according to the Bundesliga champions’ chairman. Gertrudin Giinther was questioned
about whether or not he was worried that many of SV Altenburg’s German World Cup-winning
stars had yet to return to pre-season training when he made the claim. German newspaper Welt
am Sonntag carried an article on Sunday claiming Cédrdenas’s side could struggle this season due
to the tiring World Cup campaign. VIDEO Scroll down to watch Gijsbertus Cardenas lose it
with a journalist and get soaked in beer .

TSV Heiligenburg chairman Gertrudin Schleicher says the club will 'never” sack boss Gijsbertus
Cirdenas.

LLM-PS

Does it get any uglier than this? The only good thing
in this movie was Maria Olsen, with her stunning Nor-
wegian beauty. God, I wish Tricia Helfer and the
Hemsworth brothers would stop accepting dumb roles
in dumb movies! I mean, at least Battlestar Galactica was
nice! I know Mr. Ironside from a lot of movies, he has
acted in 164 movies at this date !! It’s true that he was
rarely in a major role, but still!

By. Amanda Wilson. Jiirgen Klopp will never be sacked as Borussia Dortmund head coach
according to the Bundesliga champions’ chairman. Franz Beckenbauer was questioned about
whether or not he was worried that many of Bayern’s UEFA Champions League-winning stars
had yet to return to off-season preparations when he made the claim . German newspaper Welt
am Sonntag carried an article on Sunday claiming Klopp’s side could struggle this season due
to the tiring World Cup campaign. VIDEO Scroll down to watch Jiirgen Klopp lose it with a
Jjournalist and get soaked in beer.

Borussia Dortmund chairman Franz Beckenbauer says the club will “never” sack boss Jiirgen
Klopp.

Table 7: Examples of Pseudonymization
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