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Introduction

We welcome all participants of TrustNLP 2023, the third Workshop on Trustworthy Natural Language
Processing. This year, we are embracing a hybrid format for the workshop, scheduled for July 14, 2023,
and is co-located with ACL 2023.

Recent advances in Natural Language Processing, and the emergence of pretrained Large Language Mo-
dels (LLM) specifically, have made NLP systems omnipresent in various aspects of our everyday life. In
addition to traditional examples such as personal voice assistants, recommender systems, etc, more recent
developments include content-generation models such as ChatGPT, text-to-image models (Dall-E), and
so on. While these emergent technologies have an unquestionable potential to power various innovative
NLP and Al applications, they also pose a number of challenges in terms of their safe and ethical use.

In response to these challenges, NLP researchers have formulated various objectives, e.g., intended to
make models more fair, safe, and privacy-preserving. However, these objectives are often considered se-
parately, which is a major limitation since it is often important to understand the interplay and/or tension
between them. For instance, meeting a fairness objective might require access to users’ demographic
information, which creates tension with privacy objectives. The goal of this workshop is to move toward
a more comprehensive notion of Trustworthy NLP, by bringing together researchers working on those
distinct yet related topics, as well as their intersection.

Our agenda features four keynote speeches, a panel session, a presentation session, and a poster session.
This year, we were delighted to receive 57 submissions, out of which 41 papers were accepted. Among
these, 28 have been included in our proceedings. These papers span a wide array of topics including
fairness, robustness, factuality, privacy, explainability, and model analysis in NLP.

We would like to express our gratitude to all the authors, committee members, keynote speakers, pane-
lists, and participants. We also gratefully acknowledge the generous sponsorship provided by Amazon.
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