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Abstract

The Japanese CCGBank serves as training and
evaluation data for developing Japanese CCG
parsers. However, since it is automatically gen-
erated from the Kyoto Corpus, a dependency
treebank, its linguistic validity still needs to
be sufficiently verified. In this paper, we fo-
cus on the analysis of passive/causative con-
structions in the Japanese CCGBank and show
that, together with the compositional seman-
tics of ccg2lambda, a semantic parsing system,
it yields empirically wrong predictions for the
nested construction of passives and causatives.

1 Introduction

The process of generating wide-coverage syntac-
tic parsers from treebanks was established in the
era of probabilistic context-free grammar (CFG)
parsers in the 1990s. However, it was believed
at that time that such an approach did not ap-
ply to linguistically-oriented formal syntactic the-
ories. The reason was that formal syntactic theo-
ries were believed to be too inflexible to exhaus-
tively describe the structure of real texts. This
misconception was dispelled by the theoretical de-
velopment of formal grammars and the emergence
of linguistically-oriented treebanks.! In particlar,
Combinatory Categorial Grammar (CCG) (Steed-
man, 1996, 2000) and CCGbank (Hockenmaier and
Steedman, 2005) gave rise to the subsequent devel-
opments of CCG parsers such as C&C parser (Clark
and Curran, 2007) and EasyCCG parser (Lewis and
Steedman, 2014), and proved that wide-coverage
CCG parsers could be generated from treebanks in
a similar process to probablistic CFG parsers.

"To mention a few, the LinGO Redwoods treebank (Oepen
et al., 2002) contains English sentences annotated with Head-
driven Phrase Structure Grammar (HPSG) parse trees. The
INESS treebank repository (Rosén et al., 2012) offer Lexical
Functional Grammar (LFG) treebanks such as The ParGram
Parallel Treebank (ParGramBank) (Sulger et al., 2013), which
provides ten typologically different languages.
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This trend has also impacted research on
Japanese syntax and parsers. Bekki (2010) revealed
that CCG, as a syntactic theory, enables us to pro-
vide a wide-coverage syntactic description of the
Japanese language. It motivated the development of
the Japanese CCGBank (Uematsu et al., 2013), fol-
lowed by Japanese CCG parsers such as Jigg (Noji
and Miyao, 2016) and depccg (Yoshikawa et al.,
2017).

The difficulty in developing the Japanese CCG-
Bank lay in the absence of CFG treebanks for the
Japanese language at that time.”> While CCGbank
was generated from the Penn Treebank, which is a
CFG treebank, the only large-scale treebank avail-
able for Japanese was the Kyoto Corpus?, which is
a dependency tree corpus, from which Uematsu
et al. (2013) attempted to construct a Japanese
CCGBank by automatic conversion.

The syntactic structures of CCG have more elab-
orated information than those of CFG, such as ar-
gument structures and syntactic features. Thus, it is
inevitable that a dependency tree, which has even
less information than that of CFG, must be supple-
mented with a great deal of linguistic information.
Uematsu et al. (2013) had to guess them systemati-
cally, which is not an obvious process, and ad-hoc
rules had to be stipulated in many places to accom-
plish it, including the “passive/causative suffixes as
S\S analysis,” which we will discuss in Section 3.

Since CCGBank serves as both training and eval-
uation data for CCG parsers, syntactic descriptions

*Recently, a large-scale CFG treebank for the Japanese
language is available as a part of NINJAL parsed corpus
of modern Japanese https://npcmj.ninjal.ac. jp/,
and there is also an attempt to generate a treebank of better
quality by using it (Kubota et al., 2020). However, the ques-
tions of what is empirically problematic about the Japanese
CCGBank and, more importantly, why it is, remain undis-
cussed. The importance of answering these questions as we
do in this paper is increasing, given that attempts to gener-
ate a CCGBank from a dependency corpus such as Universal
Dependency are still ongoing (cf. Tran and Miyao (2022)).

*https://github.com/ku-nlp/KyotoCorpus
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Figure 1: Syntactic structures of (1) and (2) in Bekki (2010)

in CCGBank set an upper bound on CCG parser
performance, which inherit any empirical fallacies
in CCGBank: thus the validity of the syntactic
structures in CCGBank is important. However, lit-
tle research from the perspective of formal syntax
has been conducted regarding the adequacy of syn-
tactic structures contained in treebanks.

This paper aims to assess the syntactic struc-
tures exhibited by the Japanese CCGbank from the
viewpoint of theoretical linguistics. Specifically,
we focus on the syntax and semantics of case al-
ternation in passive and causative constructions in
Japanese, a linguistic phenomenon analyzed differ-
ently in the standard Japanese CCG and CCGBank,
and show that the syntactic analysis of the Japanese
CCGBank contains empirical fallacies.

2 Passive and Causative Constructions in
Japanese

We first present some empirical facts about
Japanese passives and causatives and how they are
described in the standard Japanese CCG (Bekki,
2010). Ga-marked noun phrases (henceforth
NPy,) in passive sentences correspond to ni-
marked noun phrases (henceforth N P,,;) or o-
marked noun phrases (henceforth N P,) in the cor-
responding active sentences, which is expressed as
(1) in the form of inferences.

(I) Taro-ga  Jiro-ni  homera-re-ta
Taro-NOM Jiro-DAT praise-passive-PST
= Jiro-ga  Taro-o = home-ta
Jiro-NOM Taro-ACC praise-PST
(trans.) ‘Taro is praised by Jiro.” = ‘Jiro
praised Taro.’
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Next, NP,,; or N P, in causative sentences cor-
respond to IV P4, in the corresponding active sen-
tences, which is also expressed in the form of infer-
ence as in (2).

(2) Taro-ga  Jiro-{ni|o}
Taro-NOM lJiro-{DAT|ACC}
hasira-se-ta —> Jiro-ga  hasit-ta
run-causative-PST Jiro-NOM run-PST
(trans.) ‘Taro made Jiro run” = ‘Jiro

bl

run.

According to Bekki (2010), the syntactic structure
of the left-side sentences of (1) and (2) are as shown
in Figure 1.

For simplicity (omitting analysis of tense, etc.),
let us assume that the semantic representations
of Taro-ga, Jiro-{nilo}, homera, hasira, and ta
are respectively defined as AP.P(t),\P.P(j),
Ay Ax. k. (e :ev) x praise(e,z,y) X ke,
Az Ak. (e :ev) x run(e,x) X ke, id by using
event semantics (Davidson, 1967) with con-
tinuations (Chierchia, 1995) in terms of DTS
(dependent type semantics) (Bekki and Mineshima,
2017), where id is the identity function and ev is
the type for events.

Then the core of the analysis of case alternation
is to define semantic representations of the passive
suffix re and the causative suffix se, homomorphi-
cally to their syntactic categories, as

(3) Passive suffix re: AP.Ay.\xz.Pxy
(4) Causative suffix se:

APy Az \k.Py(Ae.cause(e, z) X ke)

In words, both suffixes know the argument struc-
ture of its first argument, namely, the verb. In
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Figure 2: Syntactic structures of (1) and (2) in CCGBank

passive constructions, N Py, corresponds to the
NP, or NPy;, and N P,; corresponds to N P,
in their active counterparts. In causative construc-
tions, NV P,;, corresponds to N Py, in their active
counterparts. Assuming the event continuation k
is replaced by the term Ae. T at the end of the se-
mantic composition (where T is an enumeration
type with only one proof term and plays the role of
“true”), the semantic composition ends up in the fol-
lowing representations for the left-side sentences
of (1) and (2), respectively.

&)
(6)

These respectively entail the right-side sentences
of (1) and (2), the semantic representations of
which are (7) and (8) respectively, so the inferences
(1) and (2) are correctly predicted.

(7
®)
The validity of this analysis can be verified by
inference data on various constructions including

passives and causatives. In particular, causatives
can be nested in passives in Japanese, as in (9).

(e : ev) x praise(e,j, t) x T

(e : ev) x run(e, j) x cause(e,t) x T

(e : ev) x praise(e, j, t) x T

(e:ev) xrun(e,j) x T

(9) Jiro-ga  Taro-ni
Jiro-NOM Taro-DAT
hasira-sera-re-ta
run-causative-passive-PST
Jiro-o hasira-se-ta
Jiro-ACC run-causative-PST
(lit.) ‘Jiro was made run by Taro., —

‘Taro made Jiro run.’

— Taro-ga
Taro-NOM

The constituent hasira-sera-re is the passiviza-
tion of hasira-sera, the matrix predicate of the
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left-side sentence of (2) that is equivalent to the
right-side sentence of (9), and thus also entails the
right-side sentence of (2). The semantic represen-
tation of hasira-sera-re is obtained by a functional
application of (4) to the semantic representation of
hasira, followed by a functional application of (3),
as follows.

(10) Ay Az \Ek.
(e : ev) X run(e, z) x cause(e,y) X ke

Therefore, the semantic representation of the left-
side of (9) is (e : ev) x run(e, j) X cause(e, t) x T,
which is equal to (6), so it is correctly predicted
to entail the left and right-sides of (2). Thus, the
passive/causal analysis in Bekki (2010) robustly
predicts and explains the process from syntactic
structures to semantic representations, and infer-
ences.

3 ccg2lambda and the S\ S analysis

Analysis using a compositional semantic system
ccg2lambda (Martinez-Gémez et al., 2016) relies
on the syntactic structures output by the Japanese
CCG parsers Jigg or depccg. As mentioned in
Section 1, the output of these CCG parsers depends
on Japanese CCGBank. In Japanese CCGBank,
the lexical assignments for the left-side sentences
of (1) and (2) are as shown in Figure 2, in which
both the passive suffix re and the causative suffix
se have the syntactic category S\S.

Let us glance over how non-passive sentences
in CCGBank are semantically analyzed. The se-
mantic representation of the two-place predicate
homera is given as follows (slightly simplified).

(1) AQ2Q1C1C2K.



Q1(\11.Q2(A\xo.Je( K (praise, e)
& Ci(x1,e,Ag) & Co(x2,e,Th))))

This appears to be considerably more complex
than that of homera in the previous section. This is
because in ccg2lambda, the relations between Ag
(=Agent) and x1, e and between Th (=Theme) and
x9, e are relativized by the higher-order variables
Cq, Cs. After taking an N P,,; for Q2 and an N P,
for ()1 to become the constituent of syntactic cat-
egory S, ccg2lambda applies to it the function
AS.S(A\xeT.(T(e) = z), \xeT.(T(e) = x),id).
This causes AxeT.(T(e) = z) to be assigned to C
and C to specify Ag(e) = x; and Th(e) = 9,
and id to be assigned to K. Assuming \P.P(t)
and AP.P(j) for the semantic representations of
Taro-ga and Jiro-ni, the semantic representation of
the right-side of (1) is obtained as (12), which is a
standard neo-Davidsonian semantic representation
(Parsons, 1990) for Jiro praised Taro.

(12) Je(praise(e) & Ag(e) =j & Th(e) =1t)

By contrast, in ccg2lambda the semantic rep-
resentation of re is overwritten by the semantic
template as

(13) )\QQQICICQK'V(Q%QD
Az1€T.Cy (21, e, Th), AxgeT.Ca(xo, e, Ag), K)

V' is instantiated by the semantic representation
of the adjacent transitive verb (=homera in this
case). The semantic representation of homera-re
thus becomes

(14) )\QQQlclcQK.Ql(/\1)1.@2()\1‘2.36(

K (praise, ¢) & C1(z1,e,Th) & Ca(x2,¢,Ag))))

That is, the semantic roles received by C, C5 in
(11) are discarded, and instead C'; is given Th and
C, is given Ag. By applying AP.P(t), A\P.P(j),
and AS.S(A\zeT.(T(e) = z), zeT.(T(e) =
x),id) sequentially, the left-side of (1) becomes

(15) Je(praise(e) & Ag(e) = j & Th(e) = t)

Because this is the same as (12), the inference (1)
is correctly predicted. Similarly, for causative suf-
fixes, given a semantic template

(16) AQ2Q:C1C2K.V(Q2,Q1,

Az1eT.Cy (21, e, Cause), \xoeT.Co(x2,¢,Ag), K)

the semantic representation of hasira-se is obtained
as follows.

(17) )\QQQlClCQK.Ql(Axl.QQ()\xQ.Ele(

K(run,e) & C1(z1, e, Cause) & Co(z2,¢e,Ag))))
Thus, the left-side of the (2) will be
(18) Je(run(e) & Cause(e) =t & Ag(e) =)

which entails Je(run(e)& Ag(e) = j), the right-
side of (2), so the inference (2) is also correctly
predicted.

However, this analysis produces incorrect pre-
dictions for nesting: the semantic representation of
hasira-sera-re is obtained by applying (13) to (17),
which ends up in (19).

(19) )\QngCngK.Ql()\:vl.Qg()\xg.He(
K(run,e) & Cy(x1,e,Th) & Cs(x2, e, Ag))))

Notice that (19) is identical to the one obtained
by applying passive suffix re directly to hasira (i.e.,
hasira-re). From here, neither the right-side of (9)
= (2) nor the left-side of (2) is implied.

This error occurs because the passive suffix glob-
ally assumes that the first argument is given Th and
the second argument is given Ag. On the contrary,
the nesting example shows that the passive suffix
connects the first and the second arguments in ma-
trix with the second and the first argument of the
verb, respectively. Capturing this behaviour of the
passive suffix requires the verb’s first and second
arguments to be accessible from the syntax and the
semantics of the passive suffix, which means the
syntactic category of the passive suffix should be
exactly S\N Pyo\N Ppi\(S\NPga\N P,).

4 Conclusion

In this paper, we showed that the syntactic analysis
of Japanese CCGBank together with the semantic
analysis of ccg2lambda produces false predictions
for passive and causative nesting, which means that
the current syntactic analysis of passive/causative
constructions in Japanese CCGBank does not have
a semantic support that correctly predicts the in-
ferences such as (1), (2), and (9). In other words,
the claim that re and se have the syntactic category
S\S cannot be maintained. Since the standard anal-
ysis described in Section 2 correctly explains all of
those inferences, the burden of proof is clearly on
the CCGBank side.

An important implication of this paper is that
there is a need for outreach to the linguistic com-
munity, where not all linguists regard a treebank
as an output of a linguistic analysis. We suggest
that we should treat treebanks as outputs of some



linguistic analyses and try to provide counterexam-
ples in this way in order to keep treebanks and also
the subsequent development of syntactic parsers
sound from the linguistic perspective.
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