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Abstract

We present a syntactic dependency treebank
for naturalistic child and child-directed spo-
ken English. Our annotations largely follow
the guidelines of the Universal Dependen-
cies project (UD [Zeman et al., 2022]), with
detailed extensions to lexical and syntactic
structures unique to spontaneous spoken lan-
guage, as opposed to written texts or prepared
speech. Compared to existing UD-style spo-
ken treebanks and other dependency corpora
of child-parent interactions specifically, our
dataset is much larger (44,744 utterances;
233,907 words) and contains data from 10
children covering a wide age range (18-66
months). We conduct thorough dependency
parser evaluations using both graph-based and
transition-based parsers, trained on three dif-
ferent types of out-of-domain written texts:
news, tweets, and learner data. Out-of-domain
parsers demonstrate reasonable performance
for both child and parent data. In addition,
parser performance for child data increases
along children’s developmental paths, es-
pecially between 18 and 48 months, and
gradually approaches the performance for par-
ent data. These results are further validated
with in-domain training.

1 Introduction

Research on syntactic dependency parsing has
experienced tremendous progress with the contin-
uous development of the Universal Dependencies
project (UD) (Zeman et al., 2022). That said, of the
228 treebanks in the latest version of UD (v2.10),
only 12 consist of fully spoken data (see also
Dobrovoljc, 2022), while the rest focus on differ-
ent genres within the written domain. This means
most (if not all) state-of-the-art off-the-shelf de-
pendency parsers are oriented towards written
texts rather than tailored specifically to spon-
taneous spoken language. Therefore a natural
question arises: How well will parsing systems de-
veloped for written data perform on spontaneous
spoken language?
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Over the past decade, there have been efforts
devoted to dependency parsing for the spoken do-
main, especially for (a subset of) the Switchboard
corpus (Godfrey et al., 1992), which contains
transcripts of telephone conversations in English.
While some focused on parsing the full subset
(Yoshikawa et al., 2016; Rasooli and Tetreault,
2013; Miller and Schuler, 2008), others attended
to specific phenomena common in spoken data,
such as speech repairment (Miller, 2009b,a). The
Switchboard corpus was manually annotated only
for constituency parses; the prior work relied on
dependency parses automatically converted from
constituency parses without manual verification.

In addition to English, dependency treebanks
have been developed for the spoken domain of
other languages, including French (Gerdes and
Kahane, 2009; Bazillon et al., 2012), Czech
(Mikulovéetal.,2017), Russian (Kovriguinaet al.,
2018), Japanese (Ohno et al., 2005), and Mandarin
Chinese (He et al., 2018). These treebanks, includ-
ing Switchboard, however, were not always built
using UD guidelines. In addition, the customized
annotations and trained parsers are not always
publicly available, making it less straightforward
to carry out evaluation, especially since most de-
pendency parsers are designed for UD-formatted
treebanks.

This paper presents a wide-coverage dataset of
spontaneous child-parent interactions (MacWhinney,
2000) annotated with syntactic dependencies
largely following the UD standards. Our thor-
ough annotation guidelines will be useful in the
development of any spoken language dependency
treebank.

Our work goes beyond prior work in several re-
spects. First, compared to most of the other spoken
dependency treebanks, which contain conversations
between adults (Bechet et al., 2014; Dobrovoljc
and Martinc, 2018; Dobrovoljc and Nivre, 2016a)
or user-generated content (Davidson et al., 2019),
our annotation guidelines attend to child and
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child-directed spoken language. Second, in con-
trast to other spoken treebanks in the UD project
(see Dobrovoljc (2022)), our dataset as a whole is
of considerable size. In our corpus, there are 26,098
child utterances (116,428 words), and 18,646 par-
ent utterances (117,479 words). Third, while there
are some dependency corpora of child-parent in-
teractions in English (Sagae et al., 2010), Japanese
(Miyata et al., 2013), and Hebrew (Gretz et al.,
2013), they include data from only one or two
children, and detailed annotation guidelines per-
taining to (child) spoken language are sometimes
lacking. In this study, we provide annotations for
utterances of 10 children across a much wider age
range, therefore covering in more detail lexical
and syntactic phenomena that are more common in
child language (e.g., repetition, speech disfluency)
and spoken language more broadly.

With this dataset, we ask two additional ques-
tions: (1) How do state-of-the-art dependency
parsers trained on out-of-domain data perform
on naturalistic spoken language of different inter-
locutors? To address this question, we evaluate
parsers trained on three genres within the writ-
ten domain: news texts, tweets, and learner data,
all in English. (2) What is the relationship, if
any, between parser performance and the devel-
opmental stage of the child? One might expect
a positive correlation between the two, with the
expectation that as the child continues to develop
their language skills, they will utilize more and
more cohesive syntactic structures, instead of, for
example, producing grammatical errors, unintel-
ligible speech, or word omissions. On the other
hand, it is possible that parser performance might
increase as the child reaches a certain develop-
mental stage, then start decreasing, since the child
might start producing sentences with more com-
plex or expressive syntactic structures, which are
potentially harder to analyze.

2 Why a Dependency Treebank?

We chose UD-style dependency annotations be-
cause of their general ease of adaptability to
different domains or languages, as well as the
continuous active development of different depen-
dency parsing toolkits. Dependency parsing has
recently attracted more attention than constituency
parsing. Compared to constituency structures, de-
pendency structures are ‘‘simpler’’, with easier

adaptations to ‘‘non-standard’’ domains or ty-
pologically diverse languages. The popularity of
dependency parsing can be largely attributed to
the research community’s considerable efforts into
developing the UD project and the CoNLL shared
tasks (Buchholz and Marsi, 2006; Nivre et al.,
2007). Accordingly, tools for building dependency
parsers (van der Goot et al., 2021; Qi et al., 2020;
Varab and Schluter, 2019) are well-maintained;
as new treebanks become available and are added
to UD, new implementations will continue to be-
come accessible. Developers can evaluate their
parser models using our dataset to probe their
parsers’ capabilities.

Second, from the perspective of studying child
language, previous literature has shown that lin-
guistic features derived from dependency parses
can be leveraged to replace traditional metrics such
as the Index of Productive Syntax (Scarborough,
1990) and measure children’s syntactic develop-
ment in an automatic fashion (Lubetich and Sagae,
2014; Lu, 2009; Sagae et al., 2005, 2007). Oth-
ers have utilized dependency trees to study how
children produce syntactic alternations along their
developmental trajectory (Liu and Wulff, 2023).
These prior experiments, however, used parsers
trained either on data from one or two children,
or on fully written data; therefore the generaliz-
ability of the prior findings remains to be verified.
Providing a dependency treebank (even with dif-
ferences in annotation details) for data from more
children and a wider age range will allow re-
searchers in child language development to train
parsers of wider coverage with good performance.
The parsers can then be applied to unannotated
child-parent interactions.

Third, while this work focuses on English, there
are some corpora of child-parent interactions in
other languages that also provide sufficient longi-
tudinal data, though not on the scale of the English
sections (e.g., the Hebrew Berman Longitudinal
Corpus [Armon-Lotem and Berman, 2003]). We
hope that our work can serve as a useful reference.

3 Related Work

Earlier work on dependency parsing of child-
parent conversations (Sagae et al., 2001, 2004)
focused on the Eve corpus (Brown, 1973) from
CHILDES (MacWhinney, 2000), though the an-
notations did not follow UD guidelines. Their
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annotations focused on structures that are also
observed frequently in written data (e.g., subject,
object, and sentential complements) rather than
providing details about patterns specific to spo-
ken language (e.g., disfluency, non-subject word
omission). Subsequent research extended these
annotation guidelines (Sagae et al., 2010) to child
and child-directed spoken language in Japanese
(Miyata et al., 2013) and Hebrew (Gretz et al.,
2013).

We note two studies that carried out UD-style
dependency annotations for child and/or child-
directed spoken language. Liu and Prud’hommeaux
(2021) took a semi-automatic approach to convert
asubset of the existing dependency parses from the
Eve corpus (Brown, 1973) to UD standards, with a
focus on 18- to 27-month-old children. Concurrent
work by Szubert et al. (2021) annotated depen-
dency parses for two languages: English (from
the Adam corpus [Brown, 1973]) and Hebrew
(The Hagar corpus [Berman, 1990]), although
they only looked at child-directed utterances. The
annotations from Szubert et al. (2021) cover some
phenomena prevalent in child spoken language,
such as non-standard vocabulary and ambiguous
fragments (with which our annotation standards
align), but they do not include guidelines for anno-
tating possible lexical omission or speech restart

and repair, which we address.
When considering the annotations of the

dozen spoken dependency treebanks in UD more
broadly, they appear to mostly focus on fillers,
discourse particles, and disfluency (Dobrovoljc,
2022; Kahane et al., 2021); in some cases, detailed
information is lacking largely due to the fact that
the treebanks are relatively small (Braggaar and
van der Goot, 2021; Partanen et al., 2018). Given
that our dataset is on a much larger scale, we
are able to carefully note different speech-related
phenomena along with providing clear annotation
guidelines.

While fillers and discourse markers are usually
treated consistently across existing UD tree-
banks, there remain significant inconsistencies
in head-attachment and the (over-)application
of treebank-specific dependency relations. As
pointed out in Dobrovoljc (2022), while several
treebanks rely on the reparandum dependency
relation defined in UD to annotate disfluency,
they do not all follow the UD guidelines which
suggest applying reparandum right-to-left (i.e.,
treating the repairment as the syntactic head of

the prior disfluent words) (Kahane et al., 2021).
Other work introduces new treebank-specific de-
pendency relation subtypes that do not abide by
UD standards for clause discourse markers (e.g.,
using parataxis:discourse instead of discourse
when clause-level discourse markers are automat-
ically identifiable) or speech restart (e.g., using
parataxis:restart instead of an augmentation to
reparandum) (Dobrovoljc and Nivre, 2016b).
Here, our dataset adheres to the UD guidelines
as much as possible. When introducing new de-
pendency subtypes for speech repairment, restart,
and repetition, we do so by extending reparan-
dum. These subtypes also make it straightforward
for automatic extraction of different structures as
well as converting our annotations when necessary
to make them better aligned with the customized
annotations of other (spoken) treebanks.

4 Meet the Data

The dataset consists of transcripts of En-
glish naturalistic parent-child interactions from
the CHILDES (MacWhinney, 2000) database,
accessed through the childes-db interface
(Sanchez et al., 2019). As we are interested in
how parser accuracy changes at different devel-
opmental stages, we used age as a proxy for
developmental stage and set 6-month intervals as
bins. For each individual child, we calculated the
total number of words produced by the child and
by the parent(s) within each age bin of the child.
Then, from each age bin, for both child and parent
data, we randomly sampled a number of utterances
that amounted to approximately 2,000 words; the
criteria were relaxed in order to include data across
a wide range of age bins. This resulted in spoken
data of ten children from 6 corpora (Table 1).

5 Annotation

Our annotation guidelines largely followed those
of UD (Zeman et al., 2022). Annotator A, with
advanced training in dependency syntax, initially
annotated data of age 18-24 months and 24-30
months from Abe and Sarah, as a way to take note
of any domain-specific or challenging phenomena.
These guidelines were discussed with annotator B
and modified as needed. Then, given each age bin
of every child, the two annotators annotated 10%
of the data from both child and parent utterances.
We calculated agreement scores using Cohen’s
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Child Corpus 18-24 | 24-30 | 30-36 | 36-42 | 4248 | 48-54 | 54-60 | 60-66
Abe Kuczaj 2,007 2,007 2,022 | 2,020 | 2,036 | 2,021 1,386
Parent (Kuczaj 11, 1977) 2,028 2,040 | 2,025 2,020 | 2,017 2,019 -
Adam Brown 2,012 2,004 | 2,016 | 2,021 2,012 | 2,026 | 2,025
Parent (Brown, 1973) 2,012 | 2,009 2,020 | 2,008 2,015 2,007 1,234
Sarah Brown 2,014 | 2,008 2,011 2,007 2,020 | 2,015 2,028
Parent 2,019 2,043 2,037 2,036 | 2,026 | 2,032 | 2,049
Thomas | Thomas 1,969 1,965 1,972 1,984 | 2,009 1,992

Parent (Lieven et al., 2009) 2,013 2,035 2,050 2,016 2,025 2,010

Emma Weist 2,007 2,014 2,029 2,025

Parent (Weist and Zevenbergen, 2008) 2,020 2,038 2,015 1,455

Roman Weist 1,980 1,975 1,990 | 2,004 1,999 2,009

Parent 1,712 2,017 2,012 | 2,020 | 2,013 2,027

Laura Braunwald 1,930 1,925 1,955 1,912 1,956 1,943 1,954

Parent (Braunwald, 1985) 2,022 | 2,019 2,013 1,991 2,023 1,984 | 2,015

Violet Providence 1,730 1,855 1,889 1,886 1,894

Parent (Demuth et al., 2006) 2,007 1,995 2,025 2,044 | 2,030

Naima Providence 1,748 1,752 1,814 1,902 1,943

Parent 2,019 2,007 2,005 2,032 | 2,019

Lily Providence 2,004 1,788 1,908 1,981 1,957 1,161

Parent 1,996 | 2,016 1,999 2,038 2,006 | 2,000

Table 1: Number of words for child and parent data at different age ranges (in months) of the children.

Kappa (Artstein and Poesio, 2008). The overall
agreement score taking into account all syntactic
head and dependency relation annotations is 0.97;
the average agreement score across each depen-
dency parse is 0.96. (Agreement scores for each
child were around 0.97.) Final annotations were

performed and verified by annotator A.
Here we describe in detail our approach to

transcription orthography, tokenization, and de-
pendency annotations for syntactic constructions
that are unique to or more common in child
production and spoken data more broadly.

5.1 Orthography and Tokenization

Regarding orthography of the transcripts, we made
four decisions, all of which are on the basis of a
principle that we call ‘‘annotate what is actually
there’’. First, we did not perform orthographic nor-
malization of most intelligible words in the data
(e.g., she wanna eat); in other words, these words
stayed true to their original forms taken from
CHILDES. That said, the tokenization of certain
cases was updated following UD. These cases in-
clude: (1) possessives (e.g., Daddy’s — Daddy ’s);
(2) contractions (e.g., I'm eating — I 'm eating;
don’t — do n’t); (3) combined conjunctives (e.g.,

in_spite_of — in spite of ); (4) combined ad-
verbs (e.g., as_well — as well); (5) other informal
contraction (e.g., gonna — gon na); (6) childish
expressions (e.g., poo_poo, choo_choo).

Second, unintelligible speech tokens were re-
moved as it is not possible to know the number
of words in the unintelligible region, whether the
words were intentional, or in which syntactic role
the unintelligible content might serve. Third, we
preserved initial capitalization in the transcripts
since typically only proper names were capital-
ized. Lastly, we omitted all punctuation except for
apostrophe (to abide by UD standards) since punc-
tuation marks tend to not be explicitly articulated
in spontaneous spoken language.

5.2 (Vague) Utterance Boundaries

Most conversational turns in CHILDES corre-
spond to individual utterances; we therefore tried
to annotate each one as a stand-alone sentence.
That said, the initial utterance boundaries are not
always adequate. This means that one conversa-
tional turn can, in some cases, be considered to
have ‘‘side-by-side’” sentences (Figure 1)'; we

'Examples presented in this paper are often modified from
the original utterances for ease of presentation.
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she ’s up she ’s swinging

Figure 1: An example (vague) utterance boundary.

followed the instructions of UD and annotated the
first sentence to be the root; then later sentences in
the instance were treated as parataxis of the root.

5.3 Creative Lexical Usage

Children commonly make lexical choices that do
not necessarily follow the standards of parent
production or (formal) written data (e.g., mine pil-
low). On the other hand, these cases may reflect the
child’s world since they may capture the child’s
own understanding of these words and their lex-
ical (and syntactic) development. Therefore here
we refer to such cases as creative usage; for each
case, we analyzed their syntactic usage given the
remaining structure of the sentence (Lee et al.,
2017; Santorini, 1990), then assigned dependency
parses accordingly. For example, in Figure 2a, the
word magicked is creatively used as a verb that
links the subject I and object iz.

In some instances, it is relatively difficult to
decide whether an utterance contains the child’s
creative usage of some lexical item or a potential
transcription error inserted by the annotator. Given
that transcribing spoken data manually requires
large amounts of time and energy, it is not against
expectations that the resulting transcriptions might
have errors. For instance, with Figure 2b, it is not
exactly clear whether the child really said I wan
na pen (keeping in mind that wanna is normally
meant to correspond to want to), or whether the
transcription should have been I want a pen. In our
approach, we compared how often each alternative
occurs in our dataset, then made the final decision.
Therefore between the two alternatives above, we
chose to annotate na as the determiner of pen.

5.4 Possible Lexical Omission

As we are taking a data-driven approach, we
tried to perform annotations based on how words
or phrases are used within an utterance; this
means that we avoided assuming potential word
omissions as much as possible. We assigned de-
pendency structures to an utterance if a reasonable

I  magicked it I wan na pen

(@) (b)

Figure 2: Examples of creative lexical usage.

syntactic tree (in manual annotations; not referring
to the automatic parse done by parsers) could be
derived without the assumption that certain words
are missing given the context.

In other cases, we deemed the utterance as
having a lexical omission if the omitted word
could be automatically retrievable; this way other
researchers will be able to formulate a different
analysis for the utterance as they see fit. In particu-
lar, we considered two types of lexical omissions.
The first type is copula omission, where the syn-
tactic head of the copula is mostly a noun (e.g., /
girl), or an adjective (e.g., he heavy); other times
we assumed that a copula is omitted if the utter-
ance can be interpreted as an expletive structure
(e.g., there book, with there as the expl dependent
of book). The second type is adposition omission,
mostly the adposition that is the function head of
an oblique phrase (Figure 3a) or the infinitival-fo
in a complement clause (Figure 3b).

5.5 Nominal Phrases

For certain nominal phrases that serve as adverbial
modifiers in a given utterance (e.g., Figure 4a),
and/or express time and dates, we tried to an-
notate them more carefully using subtypes of
specific dependency relations (e.g., nmod:tmod or
obl:tmod) (Schneider and Zeldes, 2021). For ex-
ample, in Figure 4b, depending on their respective
role, morning should be an oblique phrase of go
whereas fomorrow modifies morning.

5.6 Ambiguity

The syntactic structure of a sentence can be
ambiguous when the sentence is considered in
isolation. Therefore we took into account the sur-
rounding context of an utterance when performing
annotations. In some cases, context can be helpful;
for example, in (1), like can be treated as the verb
of the sentence, rather than an adposition.

(1) Parent: do you like this; Child: like this
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I like to go Texas

(a)

I want dad come
(b)

Figure 3: Examples of possible lexical omission: omission of adposition.

wait a  while

(a)

tomorrow

morning we can  goO

(b)

Figure 4: Examples of nominal phrases.

In other (rare) cases, context might not be useful;
for instance, in (2), it is not clear whether rain
should be a verb and the relation between the two
words is obl:tmod, or a noun and the dependency
relation is nmod:tmod. For these examples we
opted for the simpler analysis given the charac-
teristics of child utterances and treated rain as a
noun.

(2) Parent: eat your soup; Child: rain tonight

Another source of ambiguity comes from
whether to treat proper names or words like
mommy and daddy as vocative or not, e.g., Momma
try it. For these cases, we decided to consider
them as vocative if this interpretation is reason-
able, since subject omission is common in early
child spoken language (Hughes and Allen, 2006).

5.7 Speech Repairment

For speech repair, which captures one type of
disfluency (Ferreira and Bailey, 2004), we used
reparandum as suggested by the UD guidelines,
where the speech repair is the syntactic head of the
subtree that constitutes the disfluent speech (e.g.,
six in Figure 5a). If the disfluent speech contains
discourse fillers or editing terms (e.g., um), these
elements are annotated as the syntactic dependents
of the repair with the relation discourse, which
also avoids unnecessary crossing dependencies.
In some cases, the disfluency subtrees are word
fragments that do not form a complete phrase (e.g.,

grab the in Figure 5b); for these cases, we used the
principle of promotion to analyze elements within
the subtree structure of the disfluency if needed.
For example, with Figure 5b, the word grab is most
likely to be the head within the disfluency subtree;
therefore we promoted the following the to be
the object of grab, then analyzed the dependency
relations of the residual structures in the instance.

To separate repairment from speech restart or
abandonment (Section 5.8), we categorized an
utterance as having speech repairment only if the
repairment is sentence-medial.

5.8 Speech Restart

Another type of disfluency is speech restart. We
generally considered an instance as having speech
restart or abandonment if the abandoned elements
occur at the beginning of the instance and do
not form a coherent phrase together; in addition,
the abandoned elements need to be different from
the speech restart. For these cases, given that
speech restart falls broadly under the umbrella
of disfluency, and in order to distinguish restart
from repairment above, we extended reparandum
with a new dependency relation subtype: reparan-
dum:restart to connect the abandoned elements as
the dependents of the speech restart (Figure 6).
This way the dependency relation will also go
“‘right-to-left’” (Dobrovoljc, 2022), following the
usage of reparandum.
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1‘001
nsub_]
there are seven six  dishes

(a)

l
(ob})
well grab the the spoon
(b)

Figure 5: Examples of repairment; the dependency relation for speech repair is in blue.

(a)

Figure 6: Examples of restart; the dependency relation
between repeated elements is in

5.9 Repetition

Overall we identify three major kinds of repeti-
tions. For the first type, an utterance consists of
repetitions of the same dependency subtree and
the repeated subtree is a coherent phrase by itself.
Examples include cases such as discursive repe-
tition (e.g., no no mommy), onomatopoeia (e.g.,
honk honk), or repetition of other kinds of word
or phrase (e.g., this is my truck my truck). For
these cases, we treated the first appearance of the
repeated subtree as the syntactic head with the
following repetitions as the dependents connected
with the relation conj. A special case is when the
instance repeats a full sentence (or just containing
a verbal phrase), e.g., I did it I did it (Figure 7a);
for these examples we used parataxis to adhere
to the annotations of side-by-side sentences noted
by UD.

For the second type, repetition is used to em-
phasize the characteristics of certain objects or
conditions (or serves as an intensifier [Szubert
et al., 2021]); in these cases the repeated element
is usually a single word with a part-of-speech
(POS) tag of adjective or adverb. These cases
were annotated similarly as those from the first
type above (Figure 7b).

The third type of repetition pertains to dis-
fluency. Whether to interpret an instance as a
disfluent repetition is challenging when the in-
stance does not have a corresponding audio to

provide prosodic clues. Therefore to distinguish
the two types, we considered an instance to have
disfluent repetitions if the repetition appears at
the beginning or in the middle of a single sen-
tence; in addition, the repeated element must be
(1) a series of word fragments that do not form
a whole coherent phrase in that sentential context
(Figure 7c¢); (2) or a single word whose POS tag
is neither an adjective nor an adverb (Figure 7d).
For these cases, to align with the fact that conj
is usually applied left-to-right (i.e., syntactic head
precedes its dependents), we again extended the
usage of reparandum and applied a new depen-
dency relation subtype, reparandum:repetition, to
describe repetition in disfluency; speech repair-
ment, restart, and disfluent repetition will hence
be automatically distinguishable.

5.10 Other Structures

The last two types of structures are serial verb
constructions (SVC), and tag questions. For SVC,
we followed Szubert et al. (2021); for an utterance
such as he came see me play, see was treated
as the dependent of came and the relation is
compound:svc. Tag questions are mostly used in
parent utterances (e.g., you like that book do n’t
you); for these examples we abided by the UD
annotations and used parataxis to connect the tag
question to the main clause of the utterance.

6 Experimental Design

We now turn to evaluating dependency parsing
with our dataset. We aim to address: (1) How
well do competitive parsing architectures trained
on out-of-domain data perform for spontaneous
child-parent interactions? (2) Can in-domain data
help with parsing performance for child speech,
and if so, to what extent? (3) Are there any general-
izable relationships between parser performance
and child production at different developmental
stages? To that end, we explored different parser
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I dd it I did it

(a)

nsubj

(
I ’'m

in the in the

cop

park
(c)

root,

amod

she saw a big big

ballon
(b)

[repuremdum:repelili(m}oss

\
book

his  his
(d

Figure 7: Examples of repetition; the dependency relation between repeated elements is in teal.

architectures, several dependency treebanks from
a range of domains distinct from one another
and from child-parent interactions, and different
training schemes for in-domain experiments.”

Parsers We used two graph-based parsers,
Diaparser (Attardi et al.,, 2021), MaChamp
(van der Goot et al., 2021), and one
transition-based parser, UUParser (de Lhoneux
et al., 2017; Smith et al., 2018). We picked
these parsers based on the level of detail in
their documentation and implementation, as
well as their availability. The goal of exploring
different architectures here is to see whether
qualitative observations (see Section 7) of parsing
results hold regardless of the particular parser
applied. For each of two graph-based parsers,
we created different variants via combining with
different language models (LMs) as encoders
(bert-base-cased [bert] [Devlin et al.,
2018], roberta-base [roberta] [Liu
et al., 2019], and twitter—-roberta-base
[twitter] [Barbieri et al., 2020]). Here we
mostly focus on results derived from MaChamp,
which was able to achieve the best results on
the out-of-domain data (Table 2); in addition,
there were no noticeable differences in the overall
patterns discussed in Section 7 across different
parsers. We note that the goal of this work is
not to determine which parser is the best for our

’Data and scripts are avaiable at: https://github
.com/ufcompling/spoken_parsing.

Data Parser LM LAS
EWT MaChamp bert 90.49
roberta 91.27

twitter 90.84

Diaparser bert 89.89

roberta 88.40

twitter 88.26

UUParser - 82.68

Tweebank MaChamp bert 79.57
roberta 80.49

twitter 80.26

Diaparser bert 80.01

roberta 79.48

twitter 79.65

UUParser - 69.54

ESL MaChamp bert 91.70
roberta 92.27

twitter 91.94

Diaparser bert 91.48

roberta 90.74

twitter 90.60

UUParser - 86.57

Table 2: Evaluation for out-of-domain datasets.

dataset. Rather, we are exploring performance
of a reasonably good parser across a variety of
different training data configurations.

Out-of-domain Data We used three out-of-domain
datasets of written English: (1) UD_English-EWT
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(EWT) (Silveira et al., 2014), which contains texts
from web media; (2) UD_Tweebank (Tweebank)
(Liu et al., 2018), which consists of English lan-
guage tweets; and (3) UD_English-ESL (ESL)
(Berzak et al., 2016), which contains L2 English
learner writing samples (Yannakoudakis et al.,
2011). For each of the aforementioned datasets, we
trained the parsers described in Section 6 with their
default parameters. We calculated micro unlabeled
attachment scores and labeled attachment scores
(LAS) to evaluate parser performance. Through-
out this paper we focus on reporting LAS. Parser
evaluation results across three random seeds for
all out-of-domain datasets are reported in Table 2.

7 Out-of-domain Experiments

We first performed automatic part-of-speech tag-
ging for all child and parent data using the open
source NLP library Stanza (Qi et al., 2020). We
then applied each of the out-of-domain parsers to
child and parent utterances within each 6-month
age range of the child; parser performance was
again indexed by LAS across 3 random seeds. We
foresee two possible directions regarding the pars-
ing results. On one hand, EWT has significantly
more data than Tweebank and ESL, which might
lead to overall better performance. On the other
hand, among the three out-of-domain datasets, the
domains of Tweebank and ESL are possibly more
relevant or more similar to child-parent interac-
tions, in the sense that they are less ‘‘formal’’.
Additionally, the written texts of ESL may con-
tain errors, which may bear similarity to child data,
as children are also language learners. This poten-
tially means that parsers trained from Tweebank
or ESL might outperform those based on EWT.
We note that the evaluation of parsers trained
on out-of-domain data did not consider new de-
pendency relation subtypes that were introduced
in our annotations, which are reparandum:restart
and reparandum:repetition.

7.1 Parent Data

On average, for all parents across different age
ranges of their children, parsers trained on the
out-of-domain ESL dataset with the twitter
LM achieved the best result (83.88). By con-
trast, the best parsers from EWT, which were also
trained with the twitter LM, performed notice-
ably worse; the average difference in LAS ranges
from 2.11 in the age range of 48-54 months, to

3.95 for 18-24 months. On the other hand, the
best parsers from Tweebank, trained with bert,
achieved comparable performance (83.48) to the
best parsers trained on the ESL dataset. This is
noteworthy since Tweebank contains around 1/3
of the quantity of data in ESL (and less than 1/8 of
the amount in EWT). In addition, the variability
in performance across the different parsers trained
on Tweebank is smaller than those trained on ESL.

So what might be the source of variability in
performance for parsers trained from different
out-of-domain treebanks, especially during early
ages of the children? Comparing the best per-
forming parsers trained on EWT and those from
Tweebank and ESL, we see that for some utter-
ances where the copula takes the form of ‘’s’,
parsers trained from EWT erroneously annotated
the copula as the subject, assigning two subjects to
the same syntactic head; this accounts for around
17.07% of all errors. This raises the worrisome
question of why a structure where the syntactic
head has two subjects would arise. The most plau-
sible answer is that such structures exist in the
training data. We found five such sentences in the
EWT dataset. In these cases, the first subject was
incorrectly annotated as headed by the verb of the
subordinate clause at a lower level (e.g., in it is
not about how much you earn (adapted), it was
annotated as the subject of earn). Similarly, in
cases where “’s’ has a dependency relation of aux,
the EWT-trained parsers also tended to parse it as
nsubj; this accounted for 7.69% of the errors.

Let us now turn to the question of where the best-
performing parsers trained from out-of-domain
treebanks fall short. We note four cases here. For
parent utterances in the early child age ranges
(18-30 months), the dependency relation that re-
sults in the biggest discrepancy between parser
and manual annotations is nmod:poss (13.05% on
average; e.g., my book), where the parsers an-
notated the relation as nmod (97.35%), which is
less preferred in the latest UD guidelines. The
second case that caused confusion for the parsers
is when sentences contain elements that should
be annotated as discourse and/or vocative (7.69%;
e.g., hahaha I see, Roman oh that is beautiful) but
the parsers more consistently annotated the first
word in these instance as the root of the sentence
(55.08%).

One other noteworthy example is when the
parsers think of a vocative as the subject (23.22%;
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e.g., Adam eat your soup) or sometimes the object
(11.78%; e.g., sit Sarah), since there is no punctu-
ation in the annotations. The last one is conj, which
we used for repetition or when the speaker appears
to be listing individual nouns (e.g., orange grape
apple); however, the parsers annotated the relation
between pairs of nouns to be compound (9.05%),
which was common in the out-of-domain tree-
banks. As the children age, the patterns described
above still turned out to be the main explanations
for parser errors, though to lesser extent.

7.2 Child Data

Overall parser performance for child data follows
the patterns observed for parent data. Across all
age ranges, the best parsers trained on ESL using
twitter and those trained on Tweebank with
bert yielded comparable performance (79.35 vs.
79.39). These parsers also outperformed the best
parsers using the EWT treebank (76.48), despite
the much larger size of EWT.

The types of dependency relations that resulted
in discrepancies between parser output and man-
ual annotations in child data are also similar to
those noted for parent utterances, especially dur-
ing children’s early ages. For instance, when an
utterance consists of two words, where the first
was annotated as the subject of the second (Adam
home), the parsers again preferred to label Adam
as the compound of home (13.50%). The relation
vocative was again sometimes annotated by the
parsers as nsubj (12.32%) or obj (14.53%). No-
tice the small fluctuation in LAS in the 48-54
month age range. Here, we see parser errors that
involve a head verb with an adverbial modifier,
such as bring them back; rather than parsing back
as advmod of bring, the parsers assigned aux.

In all, perhaps not surprisingly, parser per-
formance is better overall for the parents. That
said, when children reach later ages, the parsers’
performance (~87.83) approaches that for parent
utterances (~89.13), suggesting that children’s ac-
quisition of syntactic structures is becoming more
parent-like. While parser scores for parent data
slowly increase between the age range of 18-66
months, this progress is much more pronounced
for child utterances; in other words, we do see
an overall improvement of parser performance
as children progress along the syntactic devel-
opmental trajectory, particularly within 18—48
months.

8 In-domain Experiments

In this section, we perform parser training with
in-domain data of child-parent interactions. As
seen in the results from Section 7, on aver-
age, parsers trained with MaChamp using the
twitter LM seemed to achieve the most sta-
ble performance; we therefore adopted that same
parser setup here.

Our training scheme is as follows. Suppose that
we wanted to evaluate parser performance for
Adam (Brown Corpus). We first trained parsers
using all the data from the other nine child-parent
pairs; we then measured parser performance for
both Adam’s and his parents’ data at each of
Adam’s available age ranges using LAS averaged
across 3 random seeds.

Overall the trends of the LAS scores from
in-domain training (Figure 9) are similar to
those obtained from out-of-domain evaluation
(Figure 8): As the children develop, the LAS
scores increase. In contrast, the results for parent
data appear to be much more stable across the age
span of the children. (Note, however, that the ac-
tual numerical values of in-domain evaluation are
not directly comparable to those of out-of-domain
evaluation, given that the latter did not take into
account new dependency subtypes that we in-
troduced for speech disfluency.) For child data,
performance ranges from 83.30 to 96.25, while for
parent utterances, performance spans from 93.23
to 97.64. In early developmental stages (24-36
months), the parsers for child data seemed to be
confused the most by utterances of 2—4 words,
which potentially involve word omission (e.g.,
are five), discourse markers, or vocative elements.
In these cases, the parsers tended to mis-analyze
the root, preferring to treat shorter utterances as
compound noun phrases and to assign the last
words to be the root.

In addition, for child data specifically, we
also explored another training scheme, where we
trained parsers on the combined data produced
by all 10 parents, then applied the parsers to
the data of each individual child. Observations
derived from this training scheme are qualita-
tively similar to those derived from the training
scheme described above. To add statistical rigor
when comparing results from the two different
in-domain training settings, we combined data
from all children, then measured the correlation
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Figure 8: Evaluation of out-of-domain Tweebank parsers (MaChamp and UUParser); at each age range, the parser
score was averaged across all children (or parents) within that range.
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Figure 9: Evaluation of in-domain parsers trained with twitter LM, using child age as the index of developmental
stage; to evaluate parser performance for a given child, the parsers were trained using the data from all the other

nine child-parent interactions.

between the scores derived from the second train-
ing setting and those from the first. In particular,
we used Spearman’s p, which assesses if there
is any monotonic (not necessarily linear) rela-
tionship between the two variables. Our results
indicate that the observations from the two train-
ing setups are quantitatively comparable as well
(Spearman’s p = 0.67).

On average across the data of all children,
speech disfluency accounted for very small pro-
portions of all dependency relations (repairment:
0.30%, restart: 0.48%, repetition: 0.08%), and the

proportions are comparable when considering the
data of all 10 children (repairment: 0.35%, restart:
0.78%, repetition: 0.10%). Between the three rela-
tion subtypes of disfluency, the parsers performed
the best for repetition, though they tended to ana-
lyze the disfluent words or phrases as the syntactic
heads of the speech repairment and restart.

9 Notes on Developmental Index

Our analysis thus far has largely relied on child
age as the index of developmental stage. In this
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Figure 10: Evaluation of in-domain parsers trained with twitter LM, using utterance length as the index of
developmental stage; in this case to evaluate parser performance for the data of a given child, the parsers were
trained using the data from all the other nine child-parent interactions.

section, we looked into using utterance length as
an alternative developmental index of child lan-
guage production, with longer utterance length
corresponding to later developmental stage. To
that end, based on the results derived from the
first in-domain training scheme from Section 8,
we broke down parser performance given different
utterance lengths for both child and parent speech.
As illustrated in Figure 10, for child produc-
tion, LAS scores decrease gradually as utterance
lengths increase.

This observation, nevertheless, seems some-
what in opposition to the earlier patterns where
parser performance appears to increase as children
age, given that age and utterance length maintain
a positive correlation with each other (Brown,
1973). This positive relationship is also evident
in the children’s data in our dataset; when fit-
ting a linear regression model predicting utterance
length as a function of age, the model yielded
a significantly positive coefficient value for age
(8 =0.82,p < 0.001).

To tease apart the respective effect of age and ut-
terance length, we resorted to mixed-effect linear
regression. For each utterance produced by chil-
dren in our dataset, we calculated the following
metrics: sentence length (McDonald and Nivre,
2011), dependency length (Ferreira and Bailey,
2004; Anderson et al., 2021), and LAS score. In
the mixed-effect model (after step-wise backward
regression), we included LAS score as the out-
come variable, meanwhile adding age, sentence
length, dependency length, and the training data
size for the parsers; we included interactions be-
tween each pair of the aforementioned four fixed
effects, as well as children as random effects.

Based on the mixed-effect regression results,
age appears to have a significantly positive in-
fluence on LAS score (6 = 0.03 (0.02, 0.04)),
meaning that parser performance improves as age
increases. On the other hand, utterance length seems
to have a significantly negative effect on parser
performance (5 = —0.007 (—0.09, —0.005)),
which aligns with observations from Figure 10.
Perhaps a bit surprisingly, dependency length
turns out to also play a positive role in parser
performance, albeit only weakly (5 = 0.002
(0.001, 0.002)). Comparing the coefficient val-
ues of the three factors, the role of age is much
more pronounced than that of utterance length or
dependency length. In particular, we attribute the
relatively much weaker effect of utterance length
to the fact that around 95.22% utterances of chil-
dren in our data contain fewer than 10 tokens.
(Note that this is a result from our data-driven
approach to building the dataset originally rather
than cherry-picking utterances from CHILDES.)
We take these observations as indications that
there does exist a relationship between children’s
developmental stage and parser performance, with
the latter mostly affected by children’s age while
modulated by their utterance lengths.

10 Discussion and Conclusion

We present a wide-coverage dataset of child-parent
interactions annotated with syntactic dependen-
cies, along with detailed annotation guidelines
extending the Universal Dependencies project.
Evaluations from graph-based and transition-
based dependency parsers with varying hyperpa-
rameters demonstrate that parsers trained using
a relatively small amount of English tweets
(Tweebank) are able to yield comparable or even
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superior performance to parsers trained from much
larger dependency treebanks. In addition, we ob-
served the general trend that on average, parser
performance increases as the children reach older
ages, indicating that as children progress along
their syntactic developmental trajectory, they start
producing structures that are more cohesive but not
too complex for the parsers to handle. The relation-
ship between parser performance and children’s
age, as shown from our mixed-effect modeling,
is modulated by utterance length, which has a
significant yet quite weak and negative effect on
LAS scores.

It is our hope that this dataset and the trained
parsers will be useful for researchers studying both
child language development and linguistic char-
acteristics of spoken data more broadly. While in
this work we adopted the UD annotation styles,
prior work has also given guidelines for annotating
spontaneous speech using constituency trees. The
most notable example is the Switchboard corpus
(Godfrey et al., 1992), which also provides anno-
tations for speech restart, repair, word fragments,
and so on. We do not wish to claim that our anno-
tation guidelines are in any way better than those
for Switchboard; rather, given that the CHILDES
database contains child-parent interactions in dif-
ferent languages, we hope that our work here will
motivate future relevant research that develops
syntactic treebanks for child speech in languages
other than English (see also Miyata et al., 2013;
Gretz et al., 2013), potentially with wider cov-
erage of children’s age span. We started with
English in this study because of data availability;
with the ever growing size of CHILDES, others
can utilize or adapt our annotation standards to
different languages in order to facilitate research
on crosslinguistic child language development.
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