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Abstract
Prompting is a widely adopted technique for
fine-tuning large language models. Recent re-
search by Scao and Rush (2021) has demon-
strated its effectiveness in improving few-shot
learning performance compared to vanilla fine-
tuning and also showed that prompting and
vanilla fine tuning achieves similar perfor-
mance in high data regime (∼> 2000 samples).
This paper investigates the impact of imbal-
anced data distribution on prompting. Through
rigorous experimentation on diverse datasets
and models, our findings reveals that even in
scenarios with high data regimes, prompting
consistently outperforms vanilla fine-tuning by
exhibiting average performance improvement
of 2− 5%.

1 Introduction

Fine tuning language models is a common strategy
in Natural Language Processing (NLP), where a
classifier head is added on top of the base language
model to obtain the desired classification output.
This approach has been applied to various NLP
models, including RoBERTa (Liu et al., 2019),
ALBERT (Lan et al., 2019), and DeBERTa (He
et al., 2020), and has demonstrated exceptional
performance on benchmark datasets such as GLUE
(Wang et al., 2018) and SuperGLUE (Wang et al.,
2019).

An alternate approach to adapting language mod-
els to downstream tasks involves the use of autore-
gressive text generation or prompt based fine tun-
ing. This technique is commonly used in sequence-
to-sequence models such as T5 (Raffel et al., 2019)
leading to state-of-the-art performance on Super-
GLUE benchmark. This type of fine tuning strategy
has an added advantage of multi-task training (Mc-
Cann et al., 2018). This technique has also shown
to improve models zero shot capability (Puri and
Catanzaro, 2019) where we can provide only task
description and model is able to classify the input
correctly.

Work by Scao and Rush (2021); Schick and
Schütze (2020); Webson and Pavlick (2021) has
shown that prompting language models really helps
in few shot learning setting over vanilla fine tuned
models. In high data regime setting prompting
and vanilla fine tuned language models achieve the
similar performance. However, these studies used
balanced datasets where the number of examples
from each class are equal.

The issue of class imbalance in machine learning
is a well-known challenge, and occurs when the
distribution of samples across classes is skewed.
These types of problems are encountered in var-
ious real world settings like malware detection
(Demirkiran et al., 2021), spam detection (Rao
et al., 2023), medical domain (Altaf et al., 2023)
and many more. Previous work by Buda et al.
(2017); Leevy et al. (2018) has shown that if we
use general supervised loss then it leads to poor
generalization on the minority classes. In this work
we ask the question: How does prompting impact
performance in imbalanced setting? To the best of
our knowledge this is the first work which explores
impact of prompting in imbalanced setting.

In this work therefore we conduct an experimen-
tal study by varying imbalance ratio and compare
performance of vanilla fine tuned model with that
of prompting based models. Our study includes
experiments with varying models like RoBERTa
(Liu et al., 2019), ALBERT (Lan et al., 2019) and
DeBERTa (He et al., 2020), and different datasets
like RTE (Dagan et al., 2007), QQP (Chen et al.,
2017) and MRPC (Lan et al., 2017). To study
how different imbalance ratios affect performance
we vary imbalance ratio from 0.1%-30%. We also
compare the impact of model size on the perfor-
mance of models in imbalanced settings i.e. for
ALBERT we run experiments on large and its base
counterpart. To make our finding more robust we
experiment across different prompts as work by
Webson and Pavlick (2021) points out that different
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prompts could impact performance of the models.
To isolate the impact of prompting we don’t use any
special technique like PET (Schick and Schütze,
2021), AdaPET (Tam et al., 2021) for performing
fine tuning. We suspect that using those techniques
may further improve performance of prompt based
models.

Our results show that prompting helps in im-
balanced setting over vanilla fine tuning in mild
imbalanced setting even in high data regime by
2 − 5% increase in performance on average. In
high and no imbalanced setting the prompting and
vanilla fine tuning gives a very similar performance.
This insight will help practitioners decide what fine
tuning strategy works the best for their use case.

The rest of the paper is organized as follows
section 2 will provide some background on vanilla
fine tuning and prompting. section 3 describes
our experimental setup and results. We conclude
in section 4 with a summary of our findings and
suggestions for future work.

2 Background

The aim of this work is to evaluate the impact of
prompting on language model performance com-
pared to traditional fine tuning. To achieve this, we
conduct experiments with different imbalance ra-
tios from severe to mild to low/no imbalance. The
following sections provides background on vanilla
fine tuning, prompting based fine tuning and imbal-
anced classification problems before delving into
our empirical study.

2.1 Vanilla fine tuning

This is very simple and widely adopted fine tun-
ing stratgey where we add classifier head on the
top of language models. In the case of RoBERTa,
ALBERT and DeBERTa the classification head is
added on top of [CLS] token and the embedding
generated for that token are fed into this classifica-
tion head to generate the classification output.

2.2 Prompt based fine tuning

Prompting is a fine tuning technique that utilizes
masked language modeling to obtain the classifica-
tion output, converting each classification task into
sequence-to-sequence problem. Similar to PET
(Schick and Schütze, 2021), the prompt is decom-
posed into two parts: the pattern and the verbalizer.
The pattern transforms the input into clozed task,
i.e., a sequence with a mask token that needs to be

filled by the model, serving as the classification out-
put. The verbalizer then converts the output space
into a token or sequence of tokens in the vocabu-
lary. The goal of prompting is to guide the model
by providing a pattern that contains the mask to-
ken, and for the model to predict the correct output
based on the defined verbalizer pattern.

To illustrate the technique of prompting,
consider an example from the RTE dataset (Dagan
et al., 2007). The task is to predict whether the
premise No Weapons of Mass Destruction Found
in Iraq Yet. entails the hypothesis, Weapons of
Mass Destruction Found in Iraq. The prompt is
generated using the verbalizer pattern that maps
entailment to yes and non-entailment to no. The
prompt pattern is defined as follows

Given No Weapons of Mass
Destruction Found in Iraq
Yet. Should we assume that
Weapons of Mass Destruction
Found in Iraq mask

The bolded text represents the prompt pattern,
while the non-bolded text is the sample from RTE
dataset. The model predict yes or no at the mask
token based on the verbalizer pattern we defined.
Different pattern-verbalizer pattern can be used for
single task and prior work (Webson and Pavlick,
2021; Brown et al., 2020) has shown that different
choices of prompt pattern and verbalizer pairs can
impact the performance of the model. To ensure
robust results, we experiment with various prompt
pattern-verbalizer pairs.

2.3 Class imbalance

In this work we define something called imbalance
ratio which represents how imbalanced is your train
set. It is defined as follows

Imbalance Ratio =
Number of negative samples

Total number of samples
(1)

In order to effectively study prompting based tech-
nique in class imbalance we start from an imbal-
ance ratio of 0.1%, we incrementally increase the
imbalance ratio up to 30%, allowing us to study the
effect of various levels of class imbalance.

3 Experimental setting and results

We now present our main experimental results to
show that prompting improves performance of the
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(c) ALBERT

Figure 1: These figures are similar to figures plotted in Webson and Pavlick (2021). Here each dot represents one
prompt under one random seed (random seed controls different negative examples selected to create an imbalance).
The plot compares fine tuning and prompt based tuning performance with varying imbalance ratios on RTE dataset
(reported accuracies are on validation set). The boxes span from first quartile to third quartile while the lines inside
the box mark the median.
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(a) ALBERT-Base
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(b) ALBERT-Large

Figure 2: Comparing performance of ALBERT-Base with ALBERT-Large on RTE dataset.

model than vanilla fine tuned model in imbalanced
setting (even in high data regime). To improve
the robustness of our results we experiment with
different models, datasets and different training
splits. In the following subsection we describe the
setup and main takeways from the experiments.

3.1 Setup

We experimented with RoBERTa (Liu et al., 2019),
ALBERT (Lan et al., 2019) and DeBERTa (He
et al., 2020) pre-trained models. These are all
encoder-only models trained using masked lan-
guage modelling objective during pretraining phase.
We experimented with different prompts from the
open-source library prompt-source (Bach et al.,
2022) to understand the impact of different prompts
on performance. We provide experimental results
on three different datasets Recognizing Textual En-

tailment (RTE) (Dagan et al., 2007), Quora Ques-
tion Pairs (QQP) (Chen et al., 2017) and Microsoft
Research Paraphrase Corpus (MPRC) (Lan et al.,
2017). Except QQP which has > 100k samples
all other datasets have about 2400 samples. In or-
der to check how prompting affect performance in
imbalanced setting we experiment with different
imbalance ratios defined in eq. (1). We start from
as low as 0.1% imbalance ratio and incrementally
increase it up to 30%. To ensure the reliability
of our results, we conduct multiple experiments
by varying the random seed three times which is
used for selecting a new subset of samples from the
training set. On each downstream task we fine tune
RoBERTa, ALBERT and DeBERTa using prompt-
ing based fine tuning and vanilla fine tuning with
varying prompts and varying seeds. For all of our
prompt based fine tuning experiments we use a
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learning rate of 1e− 5 and we train the model for
5 epochs. For all of our vanilla fine tuning experi-
ments we use learning rate of 2e− 5 and train the
model for 5 epochs as well. In the main text of the
paper we provide results on RTE dataset. We ask
the readers to refer to Appendix for results on all
datasets. We also provide different prompts used
for different datasets in appendix A.

3.2 Prompting improves performance in
imabalanced setting

The results of our experiments are depicted in fig. 1.
Our findings demonstrate that in high data regime
and imbalanced settings, prompt-based fine tuning
consistently outperforms vanilla fine tuning. In sce-
narios where the imbalance ratio is between 0.1%
and 1%, both prompt-based and vanilla models per-
form similarly, almost equivalent to predicting the
more labels class. However, when the imbalance ra-
tio is between 5% and 15%, we observe significant
improvement in the performance of prompt-based
models compared to vanilla fine tuning. Especially,
for RTE dataset we observe 10−15% improvement
in performance across different models. The dif-
ference in performance between the two methods
becomes smaller at 30% imbalance ratio. As stated
by previous studies (Brown et al., 2020; Webson
and Pavlick, 2021), in balanced high data regimes,
the performance of prompt-based models becomes
similar to vanilla fine tuning. For more compre-
hensive results obtained from various datasets and
models, please refer to appendix B. Overall, our
findings indicates that when dealing with an im-
balance ratio ranging from 5% to 15% there is an
average improvement in performance of approxi-
mately 2− 5%.

As shown in fig. 2, the comparison of the perfor-
mance between the prompted model and ALBERT-
Base and Large reveals that using the base models
of these models does not significantly improve per-
formance. Both the vanilla fine-tuned model and
the prompt-based fine-tuned model yield similar re-
sults. This finding aligns with previous studies such
as (Schick and Schütze, 2021; Tam et al., 2021),
which also noted that prompted base models (or
smaller models) do not enhance performance in
the few-shot learning setting. The same holds true
for imbalanced settings, as indicated by our results.
For further analysis of different model sizes, please
refer to appendix C in the paper.

4 Conclusion

This paper investigated the impact of prompt-based
fine-tuning and vanilla fine-tuning on the perfor-
mance of models in high data regimes and imbal-
anced settings. The findings revealed that prompt-
based fine-tuning outperforms vanilla fine-tuning
by about 2−5%, particularly in scenarios where the
imbalance ratio is between 5% to 15%. The results
in balanced high data regimes were in accordance
with previous studies, showing that prompt-based
models perform similarly to vanilla fine-tuning. A
comparison between the prompted base models and
large models found that the former did not provide
significant improvement in performance. To ex-
plain these phenomenons we aim to further study
the pretraining dataset on the performance the mod-
els, as the output distribution of masked language
modelling may play a role in the enhanced perfor-
mance of prompt-based models compared to vanilla
fine-tuned models.
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A Different prompts used for different
datasets

This section describes the different prompts and
verbalizer patterns used for the experiments.
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Dataset Patterns Verbalizer
RTE Given {premise} Should we assume that {hypothesis}

is true?
yes-no

{premise} Based on the previous passage, is it true
that {hypothesis}?

yes-no

Given {premise} Is it guaranteed true that {hypothe-
sis}?

yes-no

Suppose {premise} Can we infer that {hypothesis}? yes-no
QQP Can an answer to {question1} also be used to answer

{question2}?
yes-no

I received the questions {question1} and {question2}.
Are they duplicates?

yes-no

Are the questions {question1} and {question2} ask-
ing the same thing?

yes-no

I am an administrator on the website Quora. There
are two posts, one that asks {question1} and another
that asks {question2}. I can merge questions if they
are asking the same thing. Can I merge these two
questions?

yes-no

MRPC Are the following two sentences equivalent? {sen-
tence1}. {sentence2}

yes-no

I want to know whether the following two sentences
mean the same thing. {sentence1}. {sentence2}

yes-no

Do the following two sentences mean the same thing?
{sentence1}. {sentence2}

yes-no

Can I replace the sentence {sentence1} with the sen-
tence {sentence2} and have it mean the same thing?

yes-no

Table 1: Table showing different Datasets, Patterns, and Verbalizers.
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B Prompt based fine tuning vs vanilla fine
tuning on different datasets and models
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Figure 3: RTE dataset performance on different models
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Figure 4: MRPC dataset performance on different models
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Figure 5: QQP dataset performance on different models
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C Large vs base model comparison on
different datasets
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Figure 6: Comparing performance of ALBERT-Base
with ALBERT-Large on RTE dataset
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0.1%
 (2477)

1%
 (2510)

5%
 (2657)

10%
 (2840)

15%
 (3024)

30%
 (3574)

0.3

0.4

0.5

0.6

0.7

0.8

0.9 Prompt based fine tuning

Vanilla fine tuning

Imbalance Ratio (Total Samples)

A
c
c
u
r
a
c
y

(b) ALBERT-Large

Figure 7: Comparing performance of ALBERT-Base
with ALBERT-Large on MRPC dataset
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Figure 8: Comparing performance of ALBERT-Base
with ALBERT-Large on QQP dataset

211


