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Abstract

Social media platforms and online communi-
cation tools, once lauded as sources of infor-
mation, unity, and global connectivity, are now
breeding grounds for the unprecedented spread
of false, misleading, and manipulative informa-
tion. Rumor is one type of such information.
It consists of untrue information and decep-
tive messages and is constructed to manipulate
emotions. Consequently, emotions are crucial
in determining the veracity of rumors. In this
paper, we introduce an emotion-enhanced and
psycholinguistic features-based approach for
rumors detection on social social media. It en-
tails detecting rumors utilizing lexicons and
various linguistic features-based learning ap-
proaches, primarily by extracting the psycho-
logical association of words with their emo-
tions. Emotional and psycholinguistic features
are extracted from both posts and comments to
enhance the approach and make rumor detec-
tion more effective. Using word-level GloVe
embedding, the semantic relationships between
a post and its comments and their underlying
emotions are preserved. The proposed method
is evaluated on the popular PHEME dataset and
compared to various baselines and SOTA meth-
ods, demonstrating substantially superior per-
formance for rumor detection on social media
platforms.

1 Introduction

The advent and rapid growth of social media en-
ables users to construct, facilitate, and create con-
nections through the exchange of ongoing ideas,
emotions, thoughts, and experiences (Zubiaga et al.,
2018; Zhou and Zafarani, 2020). Some individuals
acquire information, while others use it to publish
and disseminate rumors or false narratives. This
rumor continues to spread unchecked across social
media platforms, posing numerous explicit and im-
plicit threats to social stability and public trust (Zu-
biaga et al., 2018). Different manifestations of
rumors make their detection a growing concern

and necessitate a refined approach to addressing
them. During the COVID-19 pandemic, it was ob-
served that thousands of rumors proliferated on
social media, ranging from the origin of the corona
virus to its cures. For example, the nature of ru-
mor in India differs from that in the West. In India,
claims ranged from immunity to natural remedies,
whereas in the West, anti-vaccine arguments gar-
nered popularity1. Recently, misinformation and
propaganda regarding the Ukraine war and France
unrest have circulated on social media2. Social me-
dia posts are intentionally created to delude and
elicit strong emotions in users in order to spread
them across the network. The information pub-
lished online has real-world consequences. False
information spreads more quickly if it is dissemi-
nated, as demonstrated by the authors in (Vosoughi
et al., 2018).

Numerous fact-checking websites, such as
Snopes, PolitiFact, and FactCheck, manu-
ally evaluate the accuracy of claims. For in-
stance, PolitiFact evaluates claims using a
Truth-O-Meter that indicates the relative accuracy
of a statement. To combat misinformation, more
than simply manual fact-checking is required. It
requires adaptability on multiple fronts, including
social media platform regulation, media literacy
programs, and the adoption of advanced emerging
tools in a responsible manner, in order to address
the issue on a large scale. Various governments, in-
ternational and regional organizations have adopted
numerous strategies to combat rumors and fake
news on a global scale. For example, (i) the United
Nations exhorted users to exercise caution prior
to sharing. During the COVID-19 infodemic, so-
cial media users were encouraged to consider the
5W’s; Who made it, what is the source of informa-

1http://www.globaltimes.cn/content/1178157.s
html

2http://www.bbc.com/news/world-europe-6608167
1

http://www.globaltimes.cn/content/1178157.shtml
http://www.globaltimes.cn/content/1178157.shtml
http://www.bbc.com/news/world-europe-66081671
http://www.bbc.com/news/world-europe-66081671
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tion, where did it come from, why are you sharing
this, and when was it published3? (ii) the Euro-
pean Union has devised a self-regulatory code of
conduct and imposed content moderation require-
ments on social media platforms such as Facebook
and YouTube, (iii) Singapore has enacted stringent
criminal laws to combat online misinformation, (iv)
India is combating the proliferation of online mis-
information through the Digital India Bill4. The
evolving hazards are further complicated by techno-
logical advances such as ChatGPT and Generative
AI. Automatic detection of rumors is a formidable
challenge for the research community and an es-
sential requirement for contemporary society. The
varying degrees of falsified information used to de-
ceive users make it more difficult to find a method
to prevent the spread of rumors that undermine trust
in the social media ecosystem.

In this paper, we relate the psychological the-
ories indicating that users with malicious intent
exhibit uncertainty, vagueness, emotion, and in-
direct forms of expression, whereas trusted users
cite primary sources more frequently (Buller and
Burgoon, 1996). It has also been observed in the
literature that some people use simple words to
express their emotions on social media platforms,
while others prefer exaggerated and provocative
language (Rashkin et al., 2017). In addition, re-
searchers are investigating the representation of
emotion and sentiment as structural properties for
disseminating false information (Pröllochs et al.,
2021; Martel et al., 2020). We augment these works
in order to identify the combinations of feature sets
that yield the best predictive capabilities for ru-
mors classification. We intend to demonstrate the
effectiveness of emotion-related features and com-
bine them with psycholinguistic features in order
to facilitate classification tasks. The extraction of
emotion-related features is facilitated by lexicons
developed by researchers to aid in emotion anal-
ysis (Mohammad and Turney, 2013; Mohammad,
2018). The word-level GloVe embedding (Penning-
ton et al., 2014) is also used to determine the se-
mantic affinities of posts and comments with their
underlying emotion words. Despite the fact that
emotion is a key factor in rumor propagation, the
scholarly community has paid little attention to
comprehending the prevalence of emotions in on-

3https://news.un.org/en/story/2020/06/1067422
4https://indianexpress.com/article/opinion/co

lumns/india-show-way-combatting-fake-news-globa
l-south-8646961/

line posts and comments and their usefulness in
detecting rumors.

This paper employs emotions for rumor detec-
tion by defining two emotion categories for social
media posts: post emotion and comment emotion.
We provide the features for the rumor detection
framework by capturing and analyzing the user’s
emotions when publishing social media posts and
the user’s reactive emotions when the posts reach
them. The numerous emotion-related expressions
of social media posts and comments are analyzed,
and a straightforward and persuasive approach is
proposed, taking into account emotion and sen-
timent polarities that investigate their aspects in
rumor detection. The following is a summary of
the main contributions of this paper:

• Presenting techniques for extracting emotion-
related features from social media posts and
comments and integrating them with their psy-
cholinguistic and syntactic features.

• Introducing an emotion-enhanced and psy-
cholinguistic features-based approach for de-
tecting rumors on social media that combines
emotion-related aspects, psycholinguistic fea-
tures, and a word embedding model.

• An empirical study using the popular PHEME
dataset to assess the efficacy of emotion-
enhanced and psycholinguistic features-based
approaches for rumor detection.

The remaining parts of the paper are organized as
follows. Section 2 presents a brief review of the re-
lated literature. Section 3 presents the architectural
and functional details of the proposed approach.
Section 4 presents the dataset, experimental results,
and comparative analysis of the proposed approach.
Finally, Section 5 concludes the paper and presents
future research directions.

2 Related Works

There are two widely accepted theories on ba-
sic emotion models based on psychological sci-
ence (Plutchik, 1982; Ekman, 1992). The study of
emotions and their implications gets the interest of
several fields, especially affective computing (Pi-
card, 2000), where the emotions and sentiments
of words and phrases are analyzed. Emotion anal-
ysis frequently resembles sentiment analysis and
opinion mining, as well as the study of affective
lexicons in psycholinguistics, which assesses the

https://news.un.org/en/story/2020/06/1067422
https://indianexpress.com/article/opinion/columns/india-show-way-combatting-fake-news-global-south-8646961/
https://indianexpress.com/article/opinion/columns/india-show-way-combatting-fake-news-global-south-8646961/
https://indianexpress.com/article/opinion/columns/india-show-way-combatting-fake-news-global-south-8646961/
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connection between psychological processes and
linguistic behaviors (Pang et al., 2008). In contrast
to opinion mining and sentiment analysis, emotion
analysis is not limited to analyzing the polarity but
also associating text with a predefined set of psy-
chological terms determined by dimensions such as
valence, arousal, and dominance (Russell, 2003).

There are recent works on determining the verac-
ity of rumors; however, very few were focused on
detecting rumors based on emotion-related features.
Vosoughi et al. (2018) explored emotions in rumors
on social media and found that true rumors con-
tain joy, sadness, trust, and anticipation, whereas
false rumors trigger fear, disgust, and surprise.
Ajao et al. (2019) determined the relationship be-
tween fake news and the sentiments of the social
media posts. Giachanou et al. (2019) proposed
an approach based on an LSTM neural network,
which incorporates emotional signals to differenti-
ate between credible and non-credible claims. Abu-
laish et al. (2019) incorporated sentimental aspects
through a graph-based approach using POS tags
to identify anxious and doubtful terms for rumor
detection. Wasi and Abulaish (2020) proposed a lo-
gistic regression-based sentiment classification ap-
proach that uses prior domain knowledge extracted
from a lexicon and unlabeled domain data.

Dong et al. (2022) proposed a method for fake
news detection based on hypergraph attention net-
works, which employed two hypergraphs to model
news contents and user comments to capture high-
order relations between words in a news document
and comments with the same sentimental polar-
ity. Haque and Abulaish (2022) proposed a graph-
based contextual and semantic learning approach
using posts and comments to understand the under-
lying linguistic patterns that exploited the textual
and latent information. Xu et al. (2022) studied the
role of comments in rumor detection and proposed
a method that extracted the features from the origi-
nal post and associated comments. Choudhry et al.
(2022) annotated fake news and rumor datasets
with their emotion labels using transfer learning.
They proposed a multitasking framework for fake
news and rumor detection, predicting the text’s
emotion and legitimacy. In (Kumari et al., 2021)
and (Gupta et al., 2022), the authors investigated
the performance improvement of fake news detec-
tion with joint learning of novelty, emotion, and
sentiments.

Researchers have also explored the misinfor-
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Figure 1: Work-flow of the proposed approach

mation and emotions related to COVID-19 and
studied their impacts on the pandemic (Caceres
et al., 2022; Gupta et al., 2022; Sosea et al., 2022).
Bhardwaj and Abulaish (2023) collected and anno-
tated a large-scale, multi-labeled emotion and senti-
ment classification dataset that contains COVID-19-
related textual data. They analyzed user sentiments
and emotions expressed in tweets during the third
wave of the omicron sub-variant pandemic. Fur-
thermore, some researchers have explored differ-
ent emotional patterns for analyzing various forms
of false information, such as hoaxes, propaganda,
clickbait, and satire (Rashkin et al., 2017; Ghanem
et al., 2020; Mackey et al., 2021).

3 Proposed Approach

In this section, we explain the proposed rumor de-
tection approach and its functional module. The
work-flow of the proposed approach for rumor de-
tection is represented in Figure 1.

3.1 Rumor Detection Formalization

Following the state-of-the-art approaches, we con-
sider rumor detection as a binary classification
problem. Given any ith social media post pi and its
set of comments Cpi = {cpi1 , cpi2 , ....., cpim}, where
pi, Cpi ∈ P of a social media dataset P , a rumor
function fx predict whether a post pi is a rumor
or non-rumor. Further, it is defined as fx: (p, Cp)
→ {0, 1} such that,

fx(p, Cp) =

{
1, p is a rumor
0, non-rumor.

(1)



31

3.2 Data Preprocessing

In this step, data preprocessing tasks, such as to-
kenization, cleaning, and normalization, are con-
ducted on the Twitter dataset. All the posts and
comments are tokenized with white space. In nor-
malization, we replace the Twitter-specific tokens,
i.e., hashtags, urls, retweets, and mentions, with
the tags ≺hashtags≻, ≺urls≻, ≺retweets≻, and
≺mentions≻, respectively. Emojis or emoticons
are essential to convey emotion and are frequently
used in informal text; therefore, we included them
in our dataset by converting them into text using
the Python demoji module.

3.3 Emotion Recognition

Trusted or genuine posts retain their natural way of
writing without affecting the opinion of users. In
contrast, rumorous posts are usually presented in
a manner that manipulates emotions using the ad-
vantage of arousal and sensitive behaviors of users.
Social media posts with emotional words such as
astonishment, anger, and anxiety have a broader
scope to get viral (Vosoughi et al., 2018). The
nature of emotions in posts and comments varies
based on social media users’ intentions, content,
and writing styles. Generally, emotions of posts
and comments resonate in cases of outrage and anx-
iety, whereas, sometimes, posts having neutral feel-
ings raise doubt and fear in their comments (Pröl-
lochs et al., 2021; Vosoughi et al., 2018). Given any
ith post pi and its comments Cpi , the expression
of emotions are categorized as post emotion and
comments emotion, for which the emotion-related
features are extracted to generate features vector
Fe.

Post emotion contains emotion-related informa-
tion about the source post. It focuses on the users’
emotions while posting any post on social media.
Malign users intentionally feed intense emotions in
social media posts to exploit the sensitive behavior
of users. Purposefully, they depict themselves as
genuine in publishing false but convincing news on
controversial topics. We define the post emotion as
postemo ∈ RFe , where RFe is the feature space of
emotion-related feature Fe.
Comments emotions are reactive emotions that cap-
ture emotion-related details from comments. Users
commonly get deceived by the provocative emotion
fed in the content of source posts and start com-
menting based on preconceived ideas and aroused
feelings. Similarly, as a post, we define comments

emotion as commentemo ∈ RFe , where RFe is
the feature space of emotion-related feature Fe.

3.4 Emotion-Related Feature Extraction
This section assesses several emotion resources to
analyze and extract the range of emotion-related
features from the text. Posts and comments are
in textual form, represented as textual input T =
{w1, w2, ..., wn}. The following processes are con-
sidered to extract the emotion-related features for
the textual input T .

3.4.1 Emotion Lexicon
Rumors evoke certain emotions in users; conse-
quently, we consider eight types of emotions based
on Plutchik’s wheel (Plutchik, 2001) to investi-
gate rumors, i.e., anger, fear, disgust, trust, sad-
ness, joy, anticipation, and surprise. We use NRC
Word-Emotion Association Lexicon (Moham-
mad and Turney, 2013) for extraction of the emo-
tion categories that persist in the textual input. The
emotion categories in the dictionary are represented
as E = {e1, e2, ....., er}, where r is the total num-
ber of emotion categories. The frequency of emo-
tion words belonging to each emotion category for
a textual input T is computed using equation 2,
where f(T,ei) is the occurrence of the emotion
words of T in a category ei and emolex(wj , ei)
counts if a word wj , ∀wj ∈ T is present in a emo-
tion category ei.

f(T,ei) = freq
{
emolex(wj , ei)

}
,∀ei ∈ E (2)

Finally, the emotion lexicon feature vector lex(T )

for textual input T is expressed by equation 3.

lex(T ) =
[
f(T,e1), f(T,e2), ..., f(T,er)

]
(3)

3.4.2 Emotion Ratio
We evaluate the emotional alignment of the posts
and comments toward positive and negative emo-
tion cues. Malign users make complicated sto-
ries and allude to negative words more fre-
quently (Vosoughi et al., 2018). As determined
in (Ajao et al., 2019), the fraction measure of emo-
tion words at the sentence level is calculated to
assess the influence toward positive or negative
emotional states. For this purpose, unigrams of
input text are matched with the existing lexicon dic-
tionary (Mohammad and Turney, 2013) that counts
the number of positive and negative emotions. The
consideration of the emotion ratio feature ER is
defined by equation 4, where freq(e+, T ) and
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freq(e−, T ) counts the frequency of positive and
negative emotions in textual input T , respectively.

ER(T ) =
freq(e−, T )

freq(e+, T ) + 1
,∀e−, e+ ∈ E (4)

3.4.3 Emotion Intensity
People used to express false narratives with higher
intensities to emphasize and arouse intense emo-
tions in the users (Pröllochs et al., 2021). Each
word in posts and comments signifies diverse
emotion-related signals based on their intensity lev-
els. The NRC Emotion Intensity Lexicon (Mo-
hammad, 2018) is used for calculating the emotion
intensity score, which contains the same emotion
categories considered in Section 3.4.1, with a real-
valued score representing that particular word’s
intensity. We compute the intensity score corre-
sponding to each emotion category by summing
the intensity values of emotion words belonging
to that category. The emotion intensity feature is
defined by equation 5, where emoint(wj , ei) is the
intensity of a word wj in an emotion category ei.

int(T,ei) =

|T |∑
wj∈T

emoint(wj , ei), ∀ei ∈ E (5)

The final emotion intensity feature vector EI(T )

for textual input T is obtained by equation 6.

EI(T ) =
[
int(T,e1), int(T,e2), ..., int(T,er)

]
(6)

3.4.4 Triggered Emotional Comments
Social media users’ sensitive and responsive be-
havior drives them to trigger their emotions after
seeing provocating or controversial messages (Gi-
achanou et al., 2018; Martel et al., 2020). They
tend to reply or react in emotionalized ways. We
incorporated the triggered emotions in comments
using counts of their emotional expressions. Ac-
cordingly, the calculation is conducted to count the
number of comments having positive and negative
emotional words. We flag if positive e+ and nega-
tive e− emotions are present in the textual input T .
In the end, for a post pi the frequency of its flagged
comments of Cpi is counted using equation 7.

CT (T ) =
[
freq(c, e+), freq(c, e−)

]
, ∀e+, e− ∈ E

(7)
Eventually, the emotion-related feature vector

Fe for an input text T is obtained by concatenating
the feature vectors generated above, expressed by
equation 8.

Fe = lex(T ) ⊕ ER(T ) ⊕ EI(T ) ⊕ CT (T ) (8)

3.5 Seed Feature Extraction

People cultivate rumors using exaggerated words
such as superlatives, subjective, assertive, hedge,
and manner adverbs (Wilson et al., 2005; Ott et al.,
2011); subjective words are used to dramatize
or sensationalize, whereas hedge words indicate
vagueness, mystifying, and obscuring language (Is-
lam et al., 2020). Also, mistrust toward online infor-
mation evokes skepticism and doubt in users (Mar-
tel et al., 2020). Beyond emotions, these words
need to be focused to enhance the framework’s ef-
ficiency. We use lexical resources from existing
works in communication theory and stylistic anal-
ysis of computational linguistics to extract these
words from social media posts to characterize be-
tween rumor and non-rumor. The following fea-
tures are comprised in that direction to extract the
seed feature vector for the input text T .

Linguistic features: Analyze the psycholinguis-
tic patterns in the text that are incorporated through
the score of subjective, aggressive, hateful, and
hedging words. Lexicons from (Islam et al., 2020)
are used for hedge words to calculate the hedge
score for an input text. We also used LIWC (Pen-
nebaker et al., 2015), a linguistic dictionary widely
used in social science studies composed of 6, 400
(approx.) words with different categories to extract
psycholinguistic patterns. We consider categories,
i.e., total pronouns, common adverbs, common ad-
jectives, comparisons, affective processes, nega-
tions, anger, sadness, positive emotion, negative
emotion, anxiety, and swear words. The subjectiv-
ity of an input text is obtained using the total num-
ber of words present in an input text by limiting
the word count to 15 as an empirically calculated
threshold. A transformer-based Python library for
SocialNLP tasks described in (Pérez et al., 2021) is
used for measuring hateful and aggressive scores.
In the end, these measures are concatenated to con-
struct a linguistic feature vector Lf (T ).

Sentiment scores: Capture underlying sentimen-
tal signals of messages conveyed on social media.
Rumorous posts manifest a higher negative senti-
ment than genuine posts (Vosoughi et al., 2018). To
determine the sentiment expressed in an input text,
we use the VADER (Hutto and Gilbert, 2014), a lex-
icon and rule-based sentiment analysis tool devised
explicitly for sentiments expressed in microblogs
with four dimensions, i.e., positive, negative, neu-
tral, and compound. We select positive, negative
and neutral sentiment polarity and construct the
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sentiment score Ss(T ).
Syntactic features: Role are vital from the incep-

tion of the literature on rumor identification. The
POS tagging is applied using spaCy to extract syn-
tactic features based on the presence of noun (NN),
verb (VB), adverb (RB), and adjective (JJ) tags
along with their fine-grained tags, i.e., comparative
adjective (JJR), superlative adjective (JJS), com-
parative adverb (RBR), superlative adverb (RBS),
and personal pronoun (PRP). The tokenized in-
put text is assigned with respective POS tags us-
ing Penn Treebank for designing syntactic feature
Sf (T ).

Writing style: Include features of users’ writing
manners that contribute significantly to propagat-
ing false and ambiguous information, i.e., the use
of punctuations {?, !, ...}, capital letters, and up-
percase words. We consider the count of these
measures when they appear in the input text T
to construct the feature vector Wf (T ). Finally,
the seed feature vector Fs for the input text T is
obtained by concatenating all extracted features,
expressed by equation 9.

Fs = Lf (T )⊕ Ss(T )⊕ Sf (T )⊕Wf (T ) (9)

3.6 Semantic Emotion Vectorization

Text embedding, which provides learned word rep-
resentation as low-dimension dense vectors in con-
tinuous embedding space, is applied to preserve
the semantic relation of the posts and comments.
We employed two embedding tasks, one for docu-
ment representation and the second for underlying
emotion representation in an input text. The emo-
tion representation analyzes the intrinsic emotion
in the input text T . It is attained by embedding the
most frequent emotion word of the input text using
the same embedding model. The textual input T
of length n is represented as vector [v1, v2, ..., vn]
where vi ∈ Rd; Rd is a d-dimensional word em-
bedding vector for the ith word in the textual input
T . For this purpose, we use publicly available 100-
dimensional word-level pre-trained GloVe embed-
ding vectors trained over a Twitter dataset with
27 billion tokens5. Similarly, we construct the emo-
tion embedding vector [ve] for the most frequent
emotion word with the same embedding model.
When extracting the most frequent emotion word,
in the case where more than one occurrence ap-
pears, we consider the most intensified emotional

5https://nlp.stanford.edu/projects/glove/

Table 1: Statistics of the dataset

Events Name Posts Comments Rumors Non-Rumors Total

Charlie Hebdo 2,079 36,189 458 1,621 38,268

Sydney Siege 1,221 22,775 522 699 23,996

Ferguson 1,143 23,032 284 859 24,175

Ottawa Shooting 890 11,394 470 420 12,284

Germanwings Crash 469 4,020 238 231 4,489

Putin Missing 238 597 126 112 835

Prince Toronto 233 669 229 4 902

Gurlitt 138 41 61 77 179

Ebola Essien 14 212 14 0 226

Total 6,425 98,929 2,402 4,023 105,354

word based on intensity score. Finally, the emotion-
alized embedding feature vector Fsv is obtained as
the mean of both the embedding vectors defined by
equation 10.

Fsv =

∑n
1 [vi] + [ve]

n+ 1
∀vi, ve ∈ Rd (10)

3.7 Feature Vector Generation
In this step, the feature vectors for posts and com-
ments are generated using the above-described ex-
traction techniques. The posts and comments are
treated concurrently since comments have different
emotion-related features and linguistic information
depending on the crowd’s moods and interest in
the ongoing events. Each statistical feature is cal-
culated as a normalized sum of their score. All the
above features are extracted for a post pi and its
comments Cpi = {cpi1 , cpi2 , ....., cpim}. Feature vec-
tor associated with Cpi is calculated as an average
of all {Cpi}m1 . The final feature vector FV is ob-
tained by concatenating the features of a post, i.e.,
postf = Fp

e ⊕ Fp
s ⊕ Fp

sv and its comments, i.e.,
commentsf = Fc

e ⊕Fc
s ⊕Fc

sv using equation 11.

FV = postf ⊕ commentsf (11)

4 Experimental Setup and Results

In this section, we describe the experimental setup,
results, and comparative analysis of the proposed
approach with the baseline methods and state-of-
the-art approaches. The effectiveness of the pro-
posed approach is evaluated using the evaluation
matrix described below.

4.1 Dataset
We conduct our experiment on a publicly avail-
able PHEME dataset used in (Kochkina et al., 2018).
The dataset contains a collection of posts with their

https://nlp.stanford.edu/projects/glove/
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Figure 2: The distribution of negative and positive
emotion words in the dataset represented by their ratio

comments related to nine events posted on Twitter
during breaking news. The detailed dataset statis-
tics are presented in Table 1.

4.2 Dataset Analysis

This section discusses the analysis of the dataset.
The emotion expressed in the dataset varies since
people have different expression styles according to
their language, culture, and interest in ongoing top-
ics. There are nine events in the dataset; the events
containing at least 100 posts of rumor and non-
rumor are considered for analysis. Figure 2 shows
the presence of negative and positive emotions in
the six events of the dataset using their emotion
ratio. Figure 3 shows the distribution of emotion
words based on their intensity scores under various
emotion categories. The analysis also found that
the proportion of negative emotions is higher in the
rumor compared to non-rumor. Moreover, Emo-
tion words present in the comments of rumor and
non-rumor are analyzed, and it was found that the
severity of anger, doubt, and fear is much greater in
rumors. Extreme forms of words are deliberately
chosen to unleash anger, such as deadly, brutal, and
hatred.

4.3 Evaluation Metrics

This section discusses performance evaluation met-
rics for classification. The standard evaluation
metrics- Precision (P), Recall (R), and F1-score are
defined in equations 12, 13, and 14, respectively.
The evaluation metrics are defined using the con-
cepts of true-positive (tp), false-positive (fp), and
false-negative (fn). True-positive is the total num-
ber of rumors specified as rumors class correctly;
fp is the total number of non-rumors specified as
rumors; fn is the number of rumors identified as
non-rumors. Precision assesses the correctness,
whereas Recall evaluates the completeness of cov-

Figure 3: The distribution of emotion words based on
their intensity scores in the dataset under the various

emotion categories

erage of the classifier. Meanwhile, the F1-score
uses harmonic means to provide a way to com-
bine the contribution of both Precision and Recall
evenly.

P =
tp

tp+ fp
(12)

R =
tp

tp+ fn
(13)

F1− score =
2× P ×R

P +R
(14)

4.4 Evaluation Results and Comparative
Analysis

We performed experiments for the evaluation of the
proposed approach using machine learning classifi-
cation algorithms – Support Vector Machine (SVM),
Gradient Boosting (GB), Logistic Regression (LR),
and Multi-layer Perceptron (MLP), implemented
using the scikit-learn Python library with the
default parameter settings.

The proposed approach is compared with the
following baseline methods and state-of-the-art
approaches for evaluating the significance of ex-
tracted features:

Baseline 1: In this method, only posts are consid-
ered to evaluate the significance of emotion-
related and seed features.

Baseline 2: In this method, posts and comments
are considered to evaluate the seed features
only.

Baseline 3: In this method, posts and comments
are considered to evaluate the emotion-related
features only.
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Table 2: Comparative performance evaluation results of our proposed approach with the state-of-the-art approaches
and baseline methods

Approach
SVM LR GB MLP

P R F1 P R F1 P R F1 P R F1

Baseline 1 58.48 50.74 54.33 59.10 55.21 57.08 64.61 66.86 65.71 69.09 65.35 67.16

Baseline 2 70.19 66.35 68.21 69.20 67.32 68.24 72.32 73.34 72.82 75.00 77.71 76.33

Baseline 3 87.42 90.60 88.98 82.49 78.40 80.39 86.34 89.56 87.92 84.38 91.50 87.79

Baseline 4 70.62 66.66 68.58 66.49 69.92 68.16 71.43 72.69 72.05 71.31 70.25 70.77

Abulaish et al. (2019) 41.30 45.56 43.32 40.80 41.93 41.11 56.26 55.40 55.82 64.62 60.10 62.28

Ajao et al. (2019) 87.18 86.00 86.58 84.63 84.88 84.75 85.28 86.82 86.04 88.83 87.21 88.01

Proposed Approach 88.56 92.42 90.44 90.35 86.52 88.39 87.47 93.26 90.27 91.54 94.96 93.21

Baseline 4: In this method, posts and comments
are considered to evaluate the significance of
emotion-related and seed features without con-
sidering the embedding model.

Abulaish et al. (2019): This approach incorpo-
rated sentimental aspects, such as anxiety and
doubtful terms from the social media posts,
and the embedding model for detecting ru-
mors.

Ajao et al. (2019): This approach considered the
relationship of rumors with the sentiments of
the social media posts. It used the ratio of neg-
ative and positive emotions for the detection
of sentiment-aware misinformation.

The experiments of the baselines and state-of-
the-art approaches are performed to compare them
with the proposed approach. The reasons for choos-
ing these four classifiers are to follow the state-of-
the-art approaches and exhibit the robustness of the
extracted features. The performance of the classi-
cal machine learning algorithms is comparable to
the MLP with one hidden layer, which signifies the
robustness of the extracted features. The summa-
rization of comparative results in terms of evalu-
ation metrics, i.e., Precision (P), Recall (R), and
F1-score (F1), are presented in Table 2. The pro-
posed approach results show that the performance
is significantly better for all four classification al-
gorithms.

The best result of the proposed approach is ob-
tained for the MLP classifier for all evaluation met-
rics. The outperformance of the proposed approach
with one of the state-of-the-art methods (Ajao et al.,
2019) ranges from 4.5− 6.0%. The proposed ap-
proach remarkably outperformed (Abulaish et al.,

2019) over all the classification algorithms. It
shows that the features in the proposed approach
are more versatile and broadened than (Abulaish
et al., 2019), leading to a significant improvement
in the performance. Moreover, baseline 3, consid-
ered only the emotion-related features for posts
and comments, outperformed the state-of-the-art
approach (Ajao et al., 2019) range from 2.1−2.7%
for the SVM and GB classification algorithms. It
can also be observed from Table 2 that when the
feature size is large, MLP performs better, while
in baseline 4, where the feature size is small, GB
performs better.

The experiments demonstrate the significant im-
provement of the detection task when combining
emotion-related features with a embedding model.
The performance analysis of the baselines also
demonstrates that consideration of the emotions
in comments improved the weight of the feature
vectors and enhanced the performance significantly.
The outperformance of the proposed approach and
remarkable improvement against the baselines and
state-of-the-art methods signifies that incorporat-
ing emotion-related features with psycholinguistic
features enhances the rumor detection task.

5 Conclusion and Future Work

In this paper, we have presented an emotion-
enhanced and psycholinguistic features-based ap-
proach for rumor detection that makes use of var-
ious emotion-related and linguistic features ex-
tracted from posts and comments. The embedding
model is used to learn emotion-related semantic
information from the posts and comments. The
experimental results reveal a significant correlation
between rumors and emotions, and demonstrate
that emotion-related features substantially enhance
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rumor detection tasks, and are effective when com-
bined with psycholinguistic features and an embed-
ding model. It can also be concluded that utilizing
the underlying features of comments improves the
performance of the rumor detection task. The pro-
posed approach can be extended to improve the
extraction of emotion-related features that are not
explicitly mentioned in the posts and comments.
It can also be expanded to take into account the
emotions that are embedded in image captions and
multimedia.
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