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Abstract

Identifying mental health conditions using user-
generated text on social media paved the way
for automated computational methods for men-
tal health surveillance on social media. Infer-
ring the accurate state of mental health markers
requires understanding the user’s emotions and
history of mental health conditions for iden-
tifying the mental health landscape of at-risk
users. Existing works have exploited social me-
dia data by using users’ most recent posts; how-
ever, previous works ignored users’ emotional
historical activity on social media, indicating
their mental state over time. In this work, we
address this gap and present a novel emotion-
and time-aware architecture that jointly learns
social media users’ emotional historical context
and temporal posting irregularities for mental
health surveillance on social media. We con-
duct classification experiments to identify so-
cial media users with mental conditions, i.e., (i)
healthy users and users affected with depres-
sion and (ii) healthy users and users prone to
self-harm. Experimental results demonstrate
proposed method outperforms recent competi-
tive methods, demonstrating the importance of
capturing the user’s temporal emotional spec-
trum and time-aware emotional context through
historical posts for social media users’ mental
health surveillance.

1 Introduction

According to the World Health Organization
(WHO), one in four Americans has encountered
mental conditions at some point in their lives (Con-
sortium et al., 2004). About 4 – 8% of people in
England will experience depression in their life-
time. Mental health has become a global concern
and has procured more attention after the COVID-
19 pandemic. Due to the high cost of mental health
burden, computational research has even focused
on analyzing mental health conditions using non-
clinical data (Bucci et al., 2019; Moorhead et al.,
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Figure 1: An example of a social media user with a
mental health condition. Without analyzing the user’s
historical posts, which reflect depression inclinations,
it is challenging to determine depression. Sequentially
evaluating a user’s postings without considering timing
inconsistencies may misrepresent a user’s mental state.
Posts are paraphrased for ethical consideration.

2013; Adhikari et al., 2022; Thapa et al., 2020). Re-
cent studies have shown that it is possible to learn
about social media users’ mental health conditions
using user-generated text and behavioral analyses
of their social media activity (Burke et al., 2010;
Naseem et al., 2022a).

In particular, advancement in natural language
processing (NLP) techniques and the availability
of longitudinal data can play an essential role in as-
sessing user-generated text on social media to iden-
tify risk markers for social media users (Naseem
et al., 2022e,c). NLP methods can also help cre-
ate a semi-automated system that can speed up the
diagnosis process (Naseem et al., 2022d; Thapa
et al., 2022; Adhikari et al., 2021). They may also
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Figure 2: Overall architecture of proposed method

outperform traditional clinical prediction methods
to detect mental health issues automatically by im-
proving the specificity and speed of diagnosis (Rís-
sola et al., 2021). Furthermore, additional features,
such as a user’s social network (Zhou et al., 2015)
or historical posts (Zogan et al., 2021; Naseem
et al., 2023, 2022b), may also provide an auxiliary
context in recognizing the development of negative
emotions that are frequently associated with mental
health conditions. Such data is likely to improve
the performance of NLP models.

Relevant studies in this area focussed on context-
aware sequential modeling (Tsakalidis et al., 2022;
Ragheb et al., 2019), one-class-classification ap-
proach (Aguilera et al., 2021), time-aware LSTM
models (Kang et al., 2022), emotion-based im-
plicit lexicons (Aragón et al., 2019; Barros et al.,
2021), and transformer-based classifiers (Martínez-
Castaño et al., 2021; Maupomé et al., 2021). These
NLP-based studies achieved desirable performance,
albeit none of the studies leveraged user context
for further performance improvement. We posit
that studying users’ historical, social media posts
and emotion spectrum can help assess their risk of
mental health conditions (Figure 1).

Researchers have captured user context as a bag-
of-posts (Gaur et al., 2019) or sequentially (Cao

et al., 2019; Matero et al., 2019; Zogan et al., 2021)
for detecting social media users’ mental health con-
ditions. Though such methods are plausible, one
of the major shortcomings is the inconsistent time
interval between users’ historical posts, which can
have a critical impact on the correctness of the
analysis. This implies that it is important to capture
the gap between the user’s current posts that are
indicative of mental health conditions as well as
those from previous years (Figure 1). Such tem-
poral irregularities in users’ historical posts affect
users’ evaluations. Sequential methods such as
Long-Short-Term-Memory (LSTM) networks as-
sume regular posting intervals, limiting the learn-
ing ability of a user’s emotion spectrum over var-
ied time intervals. In this study, we address these
challenges. Our main contributions include the
following:

• We present a novel architecture that jointly
learns a user’s emotional historical context
and temporal posting irregularities for early
detection of mental health issues on social
media (section 2);

• We introduce Time-Sentic-LSTM, an ex-
tension of a time-aware LSTM, by incor-
porating components accounting for emo-
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tional concept-level user’s representation (sec-
tion 2.2);

• Experimental results demonstrate that our
method outperforms previous state-of-the-art
methods for early detection of mental health
issues using social media data (section 4).

2 Method

Overview of our architecture: The architecture of
the proposed method is shown in Figure 2, which
consists of the current post representation layer and
the representation of the user’s emotional historical
spectrum, where we first encoded the individual
historical posts and then modeled historical posts
sequentially. In the subsequent discussion, we will
explain each module in depth.
Problem Definition: We formally define the
problem: given a social media user ui ∈
{u1, u2, ....., un} with historical posts pi ∈
{p1, p2, ....., pn}, i represents the number of posts.
Our objective is early risk identification of the
user with 1) depression and 2) self-harm risk
using a user-level historical timeline. Each
user post pi is associated with history Zi,j =
(zi1, γ

i
1), (z

i
2, γ

i
2), · · · , (ziL, γiL) where zit is a his-

toric post by the user uj posted at time γik with
γi1 < γi2 <, ·, < γiL < γicurrent. We formulate our
problem as a binary classification task to predict a
label yi to the user ui from the corresponding set
of labels.

2.1 Current Post Representation

We used SentenceBERT (Reimers and Gurevych,
2019) to capture the linguistic features of a cur-
rent post Pi. SentenceBERT calculates the mean
of word output vectors to generate a fixed-size sen-
tence embedding. This is formulated in eq. (1).

Pi = SentenceBERT (pi) (1)

where Pi ∈ R768 is transformed linearly using a
dense layer with 768-dimensions.

2.2 User’s Emotional Historic Spectrum

Individual historic post representation: Esca-
lation in emotional aspects may represent an in-
creased risk of depression and self-harm in Reddit
posts. Hence, we extract the emotional spectrum
of each historic post (zik). General text encoders
fail to capture fine-grained emotions from users’
historical posts on social media. To mitigate that

shortcoming, we capture fine-grained emotions us-
ing EmoBERT (Aduragba et al., 2021), a fine-tuned
variant of BERT over fine-grained emotions of so-
cial media data associated with social well-being
and reflected in implicit domain-specific emotions
in posts.

Using EmoBERT, we tokenized each histori-
cal post and added the [CLS] token at the be-
ginning of each post and used the final hidden
state corresponding to the [CLS] token of 768-
dimension as the aggregate representation of the
emotional spectrum. We defined our emotional
vector (Ei

k) ∈ R768 of each historic post zik:

Ei
k = EmoBERT (zik) (2)

Emotional concept-level representation of user’s
historical posts: We introduced the use of Sentic-
Net (Cambria et al., 2018) to extract the emotional
concept-level representation of the user’s histori-
cal posts and fuse it into the end-to-end training
of an extension of an LSTM cell. To achieve this,
a set of C concept candidates would be extracted
using a syntactic concept parser and mapped to
the dc dimensional vectors [αt,1, αt,2, ....., αt,C ] at
time step t. The candidate embedding of step t is
calculated as the average of the vectors using eq 3:

αt =
1

C

∑
i

αt,i (3)

Our extension of an LSTM cell is formulated as:

ft = σ(Wf [xt, ht−1, αt] + bf )

It = σ(WI [xt, ht−1, αt] + bI)

Ĉt = tanh(WC [xt, ht−1] + bc)

Ct = ft ∗ Ct−1 + It ∗ Ĉt

ot = σ(Wo[xt, ht−1, αt] + bo
oct = σ(Wco[xt, ht−1, αt] + bco

ht = 0t ∗ tanh(Ct) + 0ct ∗ tanh(Wcαt)

where ft, It, and ot are the forget gate, input
gate, and output gate, respectively. Wf , WI , Wo,
bf , bI and bo are the weight matrix and bias scalar
for each gate. Ct is the cell state, and ht is the
hidden output. The extracted emotional concepts
are added to the forget, input, and output gates
of an extended LSTM cell to capture sequential
modeling of the user’s historical posts.
Sequential historic post modeling: To capture the
users’ historical posts with irregular time intervals
sequentially, we propose leveraging Time-aware
LSTM (T-LSTM) (Baytas et al., 2017) where time
lapse between posts is forwarded to the T-LSTM
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cell (Figure 2). The T-LSTM cell combines the
actual time interval between posts, the emotional
concept-level representation of the user’s historical
posts, and the emotional context of each historical
post (Ei

k).
T-LSTM weights the short-term memory cell

(CS
t ) and introduces memory time decay depen-

dent on the time between consecutive posts. T-
LSTM leverages a monotonically declining elapsed
time mechanism to transform time into appropriate
weights to achieve less impact on posts with larger
elapsed time between posts. T-LSTM incorporates
time lapses as follows:

CS
t−1 = tanh(WdCt−1 + bd) (Short-term memory)

ĈS
t−1 = CS

t−1 ∗ g(∆t) (Discounted short-term memory)

CT
t−1 = Ct−1 + ĈS

t−1 (Long-term memory)

C∗
t−1 = CT

t−1 + ĈS
t−1 (Adjusted previous memory)

where ct−1 and ct are previous and current cell
memories, and {Wd, bd} are model parameters. ∆t

is the time between user’s historic posts i.e., zt−1

and zt, g(∆t) is the decaying mechanism used in
by Baytas et al. (2017). To derive the current hid-
den state (Ĥ i

t), T-LSTM changes LSTM gate oper-
ations by incorporating C∗

t−1 in place of Ct.

2.3 Joint Network Optimization
The proposed method jointly learns the language
of the current post and the user’s emotional his-
toric spectrum in a time-aware manner. To achieve
this, we concatenate the encoded features of a cur-
rent post (Pi) and Ĥ i

t followed by a softmax func-
tion over a dense layer with Rectified Linear Unit
(ReLU) to obtain the probability of the early risk
detection. This is formulated as follows:

yi = RELU(Wy(Pi ⊕ Ĥ i
t) + by)

ŷi = softmax(yi)
(4)

where ŷi is the final output and Wy, by are the
model parameters.

To address the class imbalance, we trained our
model using class balanced loss (Cui et al., 2019)
along with focal loss (Lin et al., 2017). This loss
method assigns class-wise re-weighting by incor-
porating an inversely proportionate weighting com-
ponent and is defined as:

L = CBfocal(ŷ, yi;β, γ) (5)

where ŷi is the predicted label, CBfocal is the class-
balanced focal loss, and yi is the label of the current
tweet. β and γ are the hyperparameters.

3 Experimental Setup

3.1 Datasets

We evaluated the performance of our method on
two datasets from CLEF eRISK1 challenges: early
risk detection of (i) self-harm and (ii) depression.
We combined and used the data from the last three
years in both datasets. The self-harm dataset in-
cludes 2,068 users labeled as self-harm (1,785) and
non-self-harm (283). The depression dataset con-
sists of 170 users labeled as depressed (16 users)
and non-depressed (154 users). The statistics of
the datasets we used are given in Table 1.

Stats\Datasets Self-harm Depression

No. of users 2,068 170

Class-wise distribution

No self-harm/depression 44.58% 9.40%
self-harm/depression 19.53% 90.60%

Table 1: Datasets Statistics

3.2 Experimental Settings

For consistency, we used the same experimental
settings for all models and used 10-fold cross-
validation. All results are reported as the average
across all folds. We used the grid search optimiza-
tion technique to optimize the parameters. To tune
the number of layers (n), we empirically experi-
mented with the values: n ∈ {1, 2, 3}. Similarly,
for drop out (δ), we tested with: δ ∈ {0, 0.2, 0.4,
0.5, 0.8}, hidden dimension (H) with H ∈ {64,
128, 256}, learning rate (lr): lr ∈ {0.001, 0.005,
0.01, 0.02} and control parameter β ∈ {0, 0.3,
0.6,....,3.0}. For optimization (O): O ∈ {‘Adam’,
‘Adamax’, ‘AdamaW’} with a batch size of 16
were used. We used base version pre-trained lan-
guage models (LMs) using HuggingFace2, an open-
source Python library. Varying lengths of posts
are padded and trained for 150 epochs with early
stopping with a patience of 10 epochs. The hyper-
parameters used in our experiments are n = 2, δ
= 0.5, H = 128, O = AdamW, lr = 0.005, and β =
2. We will release our code publicly available for
reproduction once the review is finished.

1https://erisk.irlab.org/
2https://huggingface.co/models
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Baselines Methods\Datasets
Depression Self Harm

Precision Recall F1-Score Precision Recall F1-Score

Post-level

RF 0.45 0.50 0.47 0.44 0.50 0.47
GRU 0.60 0.63 0.61 0.59 0.58 0.58

LSTM 0.52 0.51 0.51 0.59 0.59 0.59
C-LSTM 0.42 0.50 0.46 0.55 0.58 0.56

User-level

Contextual CNN 0.42 0.50 0.46 0.50 0.49 0.49
Suicide Detection Model 0.46 0.47 0.46 0.57 0.58 0.57

DualContextBert 0.56 0.63 0.59 0.62 0.56 0.59
STATENet 0.57 0.56 0.56 0.56 0.54 0.55

DepressionNet 0.61 0.63 0.62 0.61 0.59 0.60

Our method 0.72* 0.67* 0.69* 0.63* 0.62* 0.62*

Table 2: Comparison of the proposed method v/s the baselines. F1, Precision, and Recall scores are averaged over
10 folds. * indicates that the proposed method achieved a significant (p < 0.05) performance improvement over the
best baseline under Mann–Whitney U test.

3.3 Baselines
We validate the effectiveness of our model by com-
paring it with post-level and user-level baseline
methods, which are widely used in previous similar
studies.

• Post-level baselines

Random Forest (RF): A non-contextual PL
approach that applies random forest on their
statistical and linguistic features (Sawhney
et al., 2018b).

Gated Recurrent Unit (GRU): We apply
GRU model which undergo faster training of
training data as compared to that of LSTM
due to less number of parameters (Cho et al.,
2014).

Long-Short Term Memory (LSTM): We ap-
ply LSTM model for mapping emotional spec-
trum from historical timeline.

Contextualized LSTM (C-LSTM): C-LSTM
deep neural network uses CNN for feature ex-
traction and LSTM for encoding posts (Sawh-
ney et al., 2018a).

• User-level baselines

Contextual CNN: A non-sequential UL
model over posts encoded with GloVe em-
bedding (Gaur et al., 2019).

Suicide Detection Model: A user-level atten-
tion based LSTM model that encodes posts
using FastText embedding (Cao et al., 2019).

DualContextBERT: The best performing
model at CLPsych 2019 which feeds BERT
encoded posts to the attention-based RNN
layer (Matero et al., 2019).

STATENet: Suicidality assessment Time-
Aware TEmporal Network, a transformer-
based framework to identify suicidal risk
on social media. STATENet uses a dual
transformer-based architecture to learn tweets’
linguistic and emotional cues (Sawhney et al.,
2020).

DepressionNet: A novel approach which
summarizes user posts before encoding it via
embedding. Authors apply the BiGRU model
and concatenate the results with encoded cur-
rent post (Zogan et al., 2021).

4 Results

4.1 Overall Comparison

Results in Table 2 explain the efficacy of our
method as it outperforms the existing baselines on
both datasets. The results with F1-Score are 0.69
and 0.62 for the depression and self-harm dataset,
respectively, which is an absolute increase of 7%
and 2%, respectively, compared to the Depression-
Net. We observe better performance with the use of
contextual features as compared to non-contextual
feature-based methods. We attribute this to the rea-
son that temporal context-based methods capture
better insight into the mental state of users. Meth-
ods that sequentially capture the user’s historical
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Model Depression Self Harm

Current post only 0.54 0.56
Current + Sequential 0.59 0.59

Current + Time-aware 0.62 0.61

Our method 0.69* 0.62*

Table 3: Ablation analysis: F1-Scores are averaged over
10 folds. *indicates that the proposed method achieved
a significant (p < 0.05) performance improvement over
other variants under the Mann–Whitney U test.

post perform better than other methods, such as
Context CNN. Recent advancement with Depres-
sionNet recapitulates their ability to model tempo-
ral dependencies of historical posts compared to
Context CNN’s and DepressionNet. Our method
performs better than other sequential-based base-
lines because it captures irregular time intervals
in the posting history of a user using time-aware
modeling, which enables our model to capture the
user’s emotional historical context accurately.

4.2 Ablation Study
We conduct an ablation study to evaluate the ef-
fectiveness of each component of our method (Ta-
ble 3). The F1-Score drops on both datasets when
we use only the current post of a user. The perfor-
mance improves with sequential information fol-
lowed by a time-aware model that captures irregu-
lar time intervals of users’ historical postings and
the user’s emotional historic spectrum-based fea-
tures. We conclude that the strengths of our method
lie in the use of current post representation and the
user’s emotional historical spectrum.

5 Ethical Considerations

Our empirical work on the user’s social media time-
line does abide by ethical considerations. The meta-
data of self-reported writing on social media is
sensitive and contains personal information and de-
mographics. In this context, we incorporate the
trade-off between privacy and the effectiveness of
the proposed method. We present our work in a
non-intrusive manner and do not specify any real-
time examples in this research paper. We used the
dataset available in the shared task of the eRISK
workshop in the CLEF forum, studied it purely ob-
servationally, and did not intervene in the user’s per-
sonal information. The annotated datasets we used
are publicly available and include de-identified pub-

licly available posts where users understand pub-
lic access and there is no expectation of privacy.
Hence, no ethical approval is required for this re-
search.

6 Conclusion

We present a new emotion and time-aware architec-
ture for social media users’ mental health surveil-
lance. Our method takes inspiration from psy-
chological studies about analyzing a user’s tem-
poral emotional spectrum and capturing the time-
aware emotional context of users through historical
posts for more accurate mental health surveillance
of social media users with self-harm and depres-
sion. The experimental results showed that our
method outperformed previous methods for moni-
toring mental health conditions on social media.

Limitations

While our study presents a novel approach to men-
tal health surveillance on social media, several lim-
itations should be acknowledged. The reliance on
user-generated text data assumes that individuals
openly share their mental health experiences on-
line, potentially introducing selection bias. Emo-
tion detection from text data, while valuable, may
not capture the full complexity of emotional states.
The model’s generalizability to diverse populations,
platforms, and cultural contexts may require further
validation. Interpretability and fairness in predic-
tions, along with potential long-term impacts on
individuals, deserve ongoing scrutiny.
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