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Abstract
In this paper we test the parsing performances
of a multilingual parser on Old English data
using different sets of languages, alone and
combined with the target language, to train the
models. We compare the results obtained by
the models and we analyze more in deep the
annotation of some peculiar syntactic construc-
tions of the target language, providing plausible
linguistic explanations of the errors made even
by the best performing models.

1 Introduction

The performance of dependency parsing models
for high-resource languages (HRLs) has improved
significantly in recent years due to the availabil-
ity of large annotated corpora and the advance-
ment of deep learning techniques. Among others,
models such as Stanza (Qi et al., 2020) and UD-
Pipe (Straka, 2018) can achieve very high accu-
racy, with F1 scores approaching or even exceed-
ing 0.90 on some treebanks datasets. This is true
for some models for parsing data of (both modern
and ancient) languages that have plenty of anno-
tated resources, upon which is possible to train the
models, while dependency parsing of low-resource
languages (LRLs) is more problematic. The chal-
lenges that dependency parsing for LRLs has to
face can be summarized as follows: a) data scarcity:
LRLs often have limited annotated text corpora,
which makes it difficult to train high-quality mod-
els and b) transfer learning limitations: transfer
learning approaches that rely on models pre-trained
on HRLs may not work well for LRLs due to the
language-specificity of syntactic constructions.

As thoroughly discussed in Section 2.1, for what
concerns dependency parsing, Old English (hence-
forth OE) can be considered a LRL, since the
amount of annotated data available for this his-
torical variety is scarce. Given these premises,
we attempted an automatic parsing of OE, start-
ing from the automatic conversion of the York-

Toronto-Helsinki Parsed Corpus of Old English
Prose1 (henceforth YCOE) into a CoNLLU file, in
which, however, the annotation is restricted to the
sole morphological features retrievable from the
YCOE annotation. Taking this as a starting point,
we manually annotated 292 sentences, following
the standards of Universal Dependencies (de Marn-
effe et al., 2021). Then we tested the results ob-
tained training UUParser v2.4 (de Lhoneux et al.,
2017b; Kiperwasser and Goldberg, 2016) on data
coming from our set of annotated sentences in OE
and a set of treebanks of three related languages,
following Meechan-Maddon and Nivre’s (2019)
methodology, also followed by Karamolegkou and
Stymne (2021) to test the performances of cross-
lingual transfer learning for parsing Latin.

The paper is structured as follows: in Section 2
we introduce Old English providing a brief descrip-
tion of its history, developments, and typological
features. In addition, we provide a brief survey of
the main available resources for this language and
introduce some issues that an automatic parsing of
OE may face. In Section 3 we present our data and
methodology. In Section 4 we overview the results
of the parsing of OE data and discuss them. Finally,
Section 5 concludes the paper and summarizes our
findings.

2 Old English

Old English is a West-Germanic language, classi-
fied with Old Frisian and Old Saxon among the so-
called Ingvaeonic languages. It was the language
spoken in England after Angles, Saxons, Jutes and
Frisians came to Britain and settled in the island
in the 5th century. It is attested from the 7th cen-
tury, except for some older brief runic inscriptions,
whereas its ending point is conventionally estab-
lished in 1066, date of the Norman Conquest of
England (von Mengden, 2017b).

1https://www-users.york.ac.uk/~lang22/YCOE/
YcoeHome.htm
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Typologically, OE shows a nominative-
accusative alignment. Like other Indo-European
languages, OE is a fusional language with inflec-
tional word classes. Nouns are inflected by number
and case, and follow three inflectional classes,
depending on their original Proto-Germanic stem.
After some merging processes, only four of the
eight original Indo-European cases are found
in OE: nominative, accusative, genitive, and
dative. Some traces of the instrumental are present,
but residual. Depending on the class, different
cases can show syncretism. As other Germanic
languages, OE has two main conjugational system:
the so-called strong and weak verbs, the former
building the preterit by means of apophony, i.e. the
vowel alternation found in Present-Day English
(PDE) irregular verbs, the latter with a dental
suffix, just as PDE regular verb, whose past form
is constructed with the -ed suffix. Finite OE
verbs inflect for mood (indicative, subjunctive,
imperative), tense (present and past), number,
and person. Some forms show syncretism, in
particular the plural in all moods and tenses,
and the first and third person singular in the
subjunctive (von Mengden, 2017a). Although
some regularities may be found, word order in OE
is not as rigid as in PDE (Mitchell and Robinson,
2012: 63-65), and it is still debated whether the
basic word order was (S)VO or (S)OV. Like other
ancient and modern Germanic languages, OE also
exhibits V2, i.e. the tendency of the finite verb
to follow the first constituent, regardless of its
type. Concerning the order of other constituents,
nouns are generally preceded by modifiers, e.g.
demonstratives, adjectives, genitive complements.
However the latter can follow the noun if another
preceding modifier is present. In PPs, adpositions
tend to precede a noun, but generally follow a
pronoun; however, the opposite is also attested
(Molencki, 2017). Contrary to PDE, OE allowed
discontinuous constituents, above all in relative
constructions.

2.1 Annotated resources for OE

Differently from other ancient languages, such as
Latin or Ancient Greek,2 and its contemporary
counterpart, scholars have devoted little attention to
the creation of resources to study Old English. The
sole syntactically annotated resources for this lan-

2The latest release of UD (v2.11) includes 5 treebanks for
Latin and 2 for Ancient Greek.

guage are the constituency treebank YCOE and its
poetry counterpart, the York-Helsinki Parsed Cor-
pus of Old English Poetry3 (henceforth YCOEP),
which follow the Penn style. Despite their value in
size, these treebanks are hardly machine- nor user-
friendly, have no interface and can only be inves-
tigated through their tool CorpusSearch2,4 which
require an intensive training in order to write even
simple queries. There have been several attempts to
convert constituency treebanks (particularly, Penn-
style treebanks) into dependency-formats as the
Estonian-EDT (Muischnek et al., 2014) and the
Indonesian CSUI (Alfina et al., 2020), whereas, to
our knowledge, no attempts in the opposite direc-
tion have been made.

2.2 Issues in automatically parsing OE data

An automatic parsing of such a free-ordered lan-
guage can meet several problems. Regarding syn-
tax, some problems may arise, given the freedom
of word order and case syncretism, which may lead
to a confusion, for instance, between subject and
object constituents. Moreover, the use of both pre-
and postpositions may result in erroneous anno-
tation of oblique phrases. Another problematic
issue is the parsing of relative clauses, which can
be marked by a variety of means or even left un-
marked, and often show non-projectivity.

3 Data and methods

3.1 Starting point and initial issues

Our data consist of two prose OE texts, Adrian
and Ritheus and the first homily of Ælfric’s Sup-
plemental Homilies,5 for a total of 292 sentences.6

Both texts are written in the West-Saxon dialect
and have religious content. First, the texts were
coverted from the YCOE-format to a CoNLLU-file
containing the POS and the morphological features
retrievable from the YCOE annotation, i.e. case
for nouns and adjectives, and mood and tense for
verbs (when not ambiguous). Second, we manu-
ally annotated the remaining morphological fea-

3https://www-users.york.ac.uk/~lang18/pcorpus.
html

4https://corpussearch.sourceforge.net/CS.html.
5These are the first two texts in the YCOE treebank. Adrian

and Ritheus is dialogue on several biblical issues (Cross and
Hill, 1982 : 3-4). On the other hand, Ælfric’s homily, Nativi-
tas Domini, is a Christmas homily, with several expansions,
consisting in scriptural elaborations (Pope, 1968 : 191-195).

6Data and scripts can be found at https:
//github.com/unipv-larl/wundorsmitha-geweorc/
tree/main/paper_projects/parsing_oe_modern
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tures, lemmatization and syntactic dependencies,
following Universal Dependencies guidelines. This
choice is due to these reasons: UD is the de facto
standard for the annotation dependency treebanks;
moreover, it allows for comparison, which is useful
for both typological and historical analyses.

Some problematic issues derive from the con-
version of texts itself: the YCOE tags as P both
adpositions and subordinating conjunctions, which
would be tagged, respectively, as ADP and SCONJ in
Universal Dependencies. In the conversion, both
options have been kept, to manually disambiguate
them. Moreover, the verbs beon and wesan ‘to
be’ and weorþan ‘to become’ have their specific
tag in the YCOE annotation, i.e. BE*. Given the
frequency of copular and passive constructions in
which they appear, they have been all converted to
AUX. However, this tagging disregards their occur-
rences as existential verbs, which should be tagged
as VERB. As a general tendency, we chose not to
include subtypes of the syntactic lables, except for
the following cases:

• advcl:relcl, indicating a relative clause;

• the subtypes indicating a passive construction,
i.e. nsubj:pass, aux:pass and obl:agent;

• advmod:neg for the negative particle and ad-
verb ne and na,

• the specific advmod:tmod and advmod:lmod
only when they were single-word adverbs,
tagged in the YCOE as ADV^L and ADV^T;

• obl:tmod and obl:lmod have only been used
when there was a unambiguous, not metaphor-
ical interpretation.

3.2 Support languages

We used UUParser v2.4 (de Lhoneux et al., 2017b),
a transition-based parser which is able to train mul-
tilingual models. Given the small amount of anno-
tated sentences, we chose a multilingual parser, in
order to test whether the inclusion of support lan-
guages in the training phase could have a beneficial
impact on the parsing of OE sentences or not. To do
so, we selected three languages related to OE since
the addition of related languages has shown to be
effective in the tests described in de Lhoneux et al.
(2017a) and Meechan-Maddon and Nivre (2019).

While Meechan-Maddon and Nivre (2019) had
three modern languages (Faroese, Upper Sorbian

and North Saami) as target languages for the ex-
periment, which resulted in an easier choice of
languages to be used as support to train the mod-
els, our choice to focus on OE brings some issues
in selecting the support languages. PDE has been
excluded, due to its diachronic evolution: English
has lost both nominal and verbal inflection, has de-
veloped a rigid SVO order, and its lexicon has been
enriched by many French loanwords. Even though
not part of the same sub-branch, i.e. Ingvaeonic,
other modern Germanic languages present features
that are closer to OE morphosyntax. In particular,
we selected Modern Icelandic, Modern Swedish,
and Modern German. The former two are part of
the North-Germanic branch, whereas the latter is
part of the West-Germanic branch, to which OE,
too, belongs. Icelandic is considered the most ar-
chaic of Germanic languages, since it has retained
many morphological and syntactical characteristics
of Old Norse (Bandle et al., 2005: 1872). Some of
its features compatible with OE are: a) prenominal
definite determiners; b) pre- and post-nominal at-
tributive genitive; c) the so-called “oblique objects”
(i.e. impersonal constructions); d) the presence of
verb-auxiliary constructions. The last feature is lost
in Swedish, which has also undergone a process of
morphological simplification. However Swedish
features, as OE, prenominal possessive determin-
ers, while Icelandic has mainly postnominal posses-
sives (Bandle et al., 2005: 1874). Nonetheless, both
Scandinavian languages show a fixed SVO order,
which contrasts with the free OE word order. The
Scandinavian languages, as well as German, are V2
languages, like OE. Regarding the West-Germanic
branch, German is similar to OE in that it retains,
at least in subordinate clauses, a verb-final order.
Similarly to OE, it has both prepositions and post-
positions. Both German and OE have prenominal
definite determiners and attributive genitive both
pre- and postnominal positions (Haider, 2010). Of
the three support languages, Swedish shows the
major innovations, whereas Icelandic and German
may give better results.

3.3 Experimental setup

We split our sample of manually annotated OE sen-
tences in three sets (see Table 1) and from Univer-
sal Dependencies v2.11 (de Marneffe et al., 2021),
we selected one treebank for each of the support
languages, namely UD Swedish-Talbanken (Nivre
and Megyesi, 2007), UD Icelandic-Modern and
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UD German-GSD (McDonald et al., 2013).

train dev test total
tokens 2673 1308 1334 5315

sentences 149 73 70 292

Table 1: The sets resulted from splitting OE data.

We reduced the treebanks of the support lan-
guages to 60k tokens to avoid the effect on the
results that the size of the treebanks might have,7

and we converted the characters which were not
in the target language as shown in Table 6 in Ap-
pendix A.

Then, for each one of the combinations of the
four languages (the target language and the three
support languages), we performed the training of
the models and, after the training phase, we used
the best model to parse the OE test set. Our work-
flow followed these steps:

1. we used UUParser to train the model (30
epochs)

2. the epoch that had the best LAS on OE dev
data was selected as the best model

3. we parsed the OE test data using the best
model

The training phase did not take into account the
part-of-speech tags, even if the parser is able to
learn embeddings of POS tags if a specific option
is given. We decided not to use that option since
we wanted to test how well the model performed
in a common situation when it comes to work with
OE data, that is not having POS annotated texts.

In Section 4 we show the results achieved by
each model and discuss them.

4 Results and discussion

Table 2 shows the accuracy reached by each model
measured on the parsing of OE test data. At first
glance, we can see that the model trained using
only OE data significantly outperforms each of
the models trained without OE data in the training
set. This applies for both the monolingual and
multilingual models and seems to confirm what
was found by Meechan-Maddon and Nivre (2019).

7This is the main reason why we did not consider the
Gothic PROIEL treebank (Haug and Jøhndal, 2008), even
if its inclusion could have improved the parsing scores. In
this work we decided to restrict the set of languages to be
considered as support data for our models to the modern ones.

Considering the metrics, the best-performing
models were the ones trained with Icelandic and
OE data, which achieved the best Unlabeled At-
tachment Score (UAS) and Labeled Attachment
Score (LAS), together with the one trained with
Icelandic, German and OE data, which achieved
the best Label Accuracy (LA).8

Considering the UAS and the LAS achieved by
the models, it is surprising to notice that the model
that performed best was the one trained upon only
Icelandic and target language data, since the Ice-
landic monolingual model was the one which ob-
tained significantly worse results than the other
monolingual models. For what concerns the LA, it
seems reasonable to see a model trained on German
data performing better that the others considering
that the monolingual model trained upon German
was the one that achieved the best scores among the
monolingual models trained without OE data, even
though such multilingual model was trained also
upon Icelandic data. Finally, all models trained
including the target language data achieved bet-
ter results than their counterparts trained without
having the target language data in the training set,
even though the best performances are achieved
combining Icelandic and German with OE data.
This seems reasonable in light of what discussed in
Section 3.2.

In the following sections we will analyze more
in detail the output of the parsing phase of the
two models which scored the highest metrics
(is+target and de+is+target) and the monolingual
model trained only upon OE data. We will focus on
the deprels advmod and obl for the following rea-
sons: the former showed unexpectedly low results
for the OE model (as shown in Table 3); the lat-
ter allows investigating whether postpositions have
been recognized and correctly annotated. We will
also concentrate on advcl:rel, as relative clauses
can be marked by different pronouns and can show
non-projectivity. We will discuss and exemplify
the output of the models for these constructions,
using four erroneously annotated sentences. Fi-
nally, in Section 4.4, we will show some recurrent
errors made by the models tagging the dependency
relations and the impact of a rule we designed to
correct the output of the parsing process.

8The LA was measured dividing the number of token
whose deprel was tagged correctly by the number of tokens in
the test set.
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-Target +Target
UAS LA LAS UAS LA LAS

Old English 60.79 64.39 47.23
sv 27.06 24.44 9.45 65.07 73.61 57.20
de 32.91 25.34 10.12 65.82 72.19 56.45
is 20.31 22.64 4.57 68.44 73.76 58.70

sv+de 32.16 25.56 10.42 65.82 72.19 57.42
sv+is 26.39 23.76 9.45 64.62 70.09 54.42
de+is 30.73 27.74 11.17 66.34 74.29 57.42

sv+de+is 32.46 24.96 11.02 65.97 71.66 57.57

Table 2: UAS, LA and LAS of each model measured on the parsing of OE test data. -Target = cross-lingual models
trained without target language data. +Target = models trained including target language data.

advmod obl acl:relcl

oe P 41.67 61.26 62.50
R 35.71 80.95 52.63

oe-is P 65.45 65.42 72.22
R 51.43 83.33 86.67

oe-de-is P 58.21 70.93 51.85
R 55.71 72.62 63.64

Table 3: Precision (P) and Recall (R) for the dependency
relations advmod, obl and acl:relcl.

4.1 The deprel advmod

As shown in Figure 1, no relevant patterns of error
seem to be present. However, it is remarkable that
many of the errors are found with the word ne ‘not’
and swa ‘so’. Both can have several functions in
the sentences: ne can either be a negative adverb or
a negative conjunction, whereas swa can introduce
a subordinate clause or function as an adverb. The
different usages are distinguished in the UPOS,
which however is not considered by the models,
causing confusion in the syntactic annotation as
well.

An interesting example is shown in Figure 2,
where the adverb swutelicor ‘more clearly’ has
been annotated by the three models as obj of the
verb cweðað ‘(we) talk’ in this context, but gener-
ally ‘say’. This can be accounted for in light of the
absence of a true direct object depending on the
verb.

4.2 The deprel obl

As in 4.1, no significant patterns of error can be
identified for the deprel obl. Remarkably, Figure
5 compared to Figures 11 and 12 in Appendix A
shows that the best model in this respect is the one
trained only on OE data.

Figure 1: How oe model tagged tokens which had to be
tagged as advmod (see Figures 9 and 10 in Appendix A
for the other models).

we cweðað nu swutelicor . . .
PRON VERB ADV ADV

nsubj

root

advmod:tmod

obj

Figure 2: Dependecy tree of part of the sentence ‘we
cweðað nu swutelicor , on þam Godes wisdome , þe is
witodlice lif , & cann wyrcan his weorc be his dihte’
(‘we now talk more clearly about God’s wisdom, which
truly is life, and can make his actions by his command’).
Correct annotation in Figure 15 in Appendix B.

One example of incorrect annotation is worth
discussing: as touched upon in Section 2.2, the
annotation of postpositions has been problematic.
None of the three models could correctly recog-
nize that the adposition ongean ’against, towards’
depended on the preceding pronoun hiom ’them’.
The OE model considered hiom as case, directly
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. . . wiðstandan for þam strangan fingre þe hi gefreddam hiom ongean
VERB ADP DET ADJ NOUN SCONJ PRON VERB PRON ADP

conj case

det

amod

obj

mark

nsubj

acl:relcl

obj

advmod

Figure 3: Dependency tree of ‘[... & hi ne mihton na leng Moyse] wiðstandan for þam strangan fingre þe hi
gefreddan hiom ongean.’ (‘[and they could no longer] withstand [Moyses] for that strong finger that they felt against
them ’). This is the output of the oe-de-is model, see Figure 16 in Appendix B for the correct tree.

and he is ure lif on þam we lybbað and styriað
CCONJ PRON AUX DET NOUN ADP DET PRON VERB CCONJ VERB

cc

nsubj

cop

det:poss

root

case

obl:lmod

nsubj

obl

cc

conj

Figure 4: Dependency tree of part of the sentence ‘& he is ure lif on þam we lybbað & styriað, & on þam we syndon,
swa swa us sæde Paulus.’ (‘and he is our life, in which we live and move, in which we are, so as Paul said to us’).
This is the output of the oe-is model, see Figure 17 in Appendix B for the correct tree.

Figure 5: How oe model tagged tokens which had to be
tagged as obl (see Figures 11 and 12 in Appendix A for
the other models).

depending on the preceding verb gefreddan ’feel,
perceive’. On the other hand, both multilingual
models considered hiom as the object of gefred-
dan and ongean an adverb modifying the verb, as
shown in Figure 3.

4.3 The deprel acl:relcl
Most problems in the annotation of relative clauses
are: a) the great variability in the relative pronouns
marking them, and b) non-projectivity. Concern-
ing the point in a), OE has an invariable comple-
mentizer þe, which generally functions as a rel-

ative marker, at times accompanied by the deter-
miner se, seo, þæt. However, the determiner can
be found without the complementizer to mark rel-
ative clauses, above all when part of PPs, or rela-
tive clauses can simply be left unmarked. Other
POS, e.g. locative adverbs, can function as relative
pronouns. All three models tended to make the
same errors, generally recognizing and annotating
correctly only the sentences with þe, and making
mistakes when this element did not occur.

An example of this is shown Figure 4, where the
PP on þam ‘in which’ (lit. ‘in the.DAT’) was not
recognized by the models as marking the relative
clause. The sole model which recognized that this
was a subordinate clause was the de-is-oe model,
which annotated it as advcl correctly depending
on the noun lif ’life’, whereas the other models
considered it a nominal constituent (either conj or
obl). Another issue is that OE allowed for disconti-
nuity in relative clauses, which could be separated
from their antecedent by other constituents. Some
of the errors are probably due to this, as shown
in the sentence in Figure 6. This sentence shows
how the relative clause þe forlærdon Farao ‘which
corrupted the Pharaoh’, was not considered as de-
pending on the noun drymen ‘joys’, given that the
two constituents are separated by two PPs. What
the multilingual model annotated as relative clause
(erroneously, as it read the verb forlærdon as mod-
ifying Farao) is dependent on the nearest noun,
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Ða deoplican drymen mid heora drycræftum on Egypta lande þe forlærdon Farao worhton
DET ADJ NOUN ADP DET NOUN ADP PROPN NOUN SCONJ VERB PROPN VERB

det

amod

root

case

det:poss

obl

case

nmod:poss

obl mark

amod nsubj

acl:relcl

Figure 6: Dependency tree of ‘Ða deoplican drymen mid heora drycræftum on Egypta lande þe forlærdon Farao
worhton [tacna ongean Moysen of þam ylcan antimbre þe God ær gesceop...]’ (‘The deep joys, which corrupted
the Pharaoh with their magical arts in the lands of Egypt, made...’). This is the output of the oe-de-is model, see
Figure 18 in Appendix B for the correct tree.

. . . manega tacna ongean Moysen of þam ylcan antimbre þe God ær gesceop
DET NOUN ADP PROPN ADP DET ADJ NOUN SCONJ PROPN ADV VERB

det

obj

case

obl

case

det

amod

obl

mark

nsubj

adv:tmod

acl:relcl

Figure 7: Dependency tree of ‘[Ða deoplican drymen mid heora drycræftum on Egypta lande þe forlærdon Farao
worhton] tacna ongean Moysen of þam ylcan antimbre þe God ær gesceop...’ (‘...[made] towards Moyses many
signs of the same substance, which God had created before...’). This is the output of the oe-de-is model, see Figure
19 in Appendix B for the correct tree.

Figure 8: How oe model tagged tokens which had to
be tagged as acl:relcl (see Figures 13 and 14 in Ap-
pendix A for the other models).

i.e. lande ‘lands’. On the contrary, the follow-
ing relative clause (Figure 7) þe God ær gesceop
‘which God had created before’, has been annotated
correctly by all three models, as it is immediately
preceded by its antecedent, antimbre ‘substance’.

4.4 Recurrent erroneous dependency relations

During the manual check of the output generated
by the models, we noticed some recurrent errors

that the models could have avoided. These errors
are due to the fact that the generated tree and the
annotation of dependency relations do not take into
account the POS of the tokens.

form upos xpos deprel
ne CCONJ any cc
ne PART any advmod:neg
any any starts with MD aux
any any ADV^L advmod:lmod
any any ADV^T advmod:tmod

Table 4: Deprel correction table (upos=universal part-
of-speech; xpos=language-specific part-of-speech).

We decided to assign automatically a depen-
dency relation to tokens which had certain features,
as displayed in Table 4. As discussed in Section
4.1, the word ne ‘not, nor’ could function both as
negative particle (in which case was assigned PART
as universal POS), but also as a negative coordina-
tive conjunction, thus assigned CCONJ as universal
POS. Syntactically, the former function can be la-
beled only as advmod:neg, while the latter only
as cc, whether it conjuncts two NPs/PPs or two
clauses. For this reason, we automatically assigned
the deprel advmod:neg to all the occurrences of
ne, whose UPOS was PART, and the deprel cc to
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those tagged as CCONJ. Together with ne, we also
mentioned swa ‘so’, as a frequent error in advmod.
However, we could not proceed to an automatic cor-
rection of it, as we did with ne, since swa tagged
as ADV can also appear in the fixed expression swa
swa ‘so, in the same way’, introducing a subordi-
nate clause. In this case, the first swa, whose UPOS
is ADV, should be annotated as fixed, instead of
advmod.

before after
LA LAS LA LAS

oe 64.39 47.23 66.79 48.28
oe-is 73.76 58.70 75.34 59.30

oe-de-is 74.29 57.42 75.79 58.17

Table 5: Comparison between the LA and the LAS
before and after the correction.

We also noticed many errors in the annotation
of modals, which in the YCOE are all tagged as MD
(and its variants, which show mood and tense). Fol-
lowing Universal Dependencies guidelines, they
should all be annotated as aux, making an auto-
matic correction of these errors possible. The origi-
nal YCOE annotation is useful also with temporal
and spatial adverbs. They were originally tagged
as ADV^L and ADV^T, which can easily be automati-
cally converted, respectively, in advmod:lmod and
advmod:tmod, correcting both main deprel and the
subtype.

Our correction affected the label accuracy of the
treebanks resulting on an increase of 1 or 2 points
depending on the model, which had an impact also
on the LAS, as shown in Table 5.

5 Conclusion

In this paper we tested the dependency parsing per-
formances of four monolingual models and seven
multilingual models on Old English data. We
showed that the model trained just using data of the
target language achieved far better results than the
models (both monolingual and multiliguals) trained
without target language data and that, out of the
three support languages we selected, Icelandic and
German combined better than Swedish according
to the scores reached parsing OE test data. As dis-
cussed in 3.2, we expected this result given the
fact that Modern Icelandic and Modern German
retained many morphosyntactic features similar to
those of the target language.

Then, we also discussed some cases of problem-

atic annotation: in Sections 4.1, 4.2, 4.3 we gave
some linguistic explanations of the errors made by
the best models, which include advmod, obl and
acl:relcl showing that some poor results might
be due to the peculiarity of such constructions in
OE. Finally, in 4.4, we discussed the impact which
the correction of the dependency relation annota-
tion using some rules based on the word forms, the
universal parts-of-speech and the language-specific
parts-of-speech had on the results achieved by the
best models. This errors might have been avoided
if we had used the option to force the models to
learn embeddings for the parts-of-speech during the
training phase, which would have made the parsing
process aware of the already annotated parts-of-
speech. The situation in which the POSs are anno-
tated, though, is not so usual for OE, except for the
above-mentioned YCOE and YCOEP treebanks.

Our test, following the methodology described
in Meechan-Maddon and Nivre (2019), led to the
same conclusions in terms of the benefits that sup-
port languages have on the parsing scores when
combined to OE data during the training phase. In
particular this is true when the support languages
are related to the target language or, at least, share
a significant number of features with the target lan-
guage.

This approach has proven useful for our broader
twofold aim: a) having an alternative to a rule-
based conversion of the YCOE(P) treebanks and b)
developing a tool to annotate other OE texts, which
are not included in the above-mentioned treebanks.
Despite the challenges, using this approach to parse
historical languages can accelerate the process of
creating new resources and produce outputs that,
while not perfect, are satisfactory in terms of de-
pendency parsing.
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A Additional tables and figures

character conversion
ä æ
ö o
ü u
Ä A
Ö O
Ü U
ß ss
á a
é e
í i
ó o
ú u
ý y
Á A
É E
Í I
Ó O
Ú U
Ý Y
å a
Å A

Table 6: The character conversion table.

Figure 9: How oe-is model tagged tokens which had to
be tagged as advmod.

Figure 10: How oe-de-is model tagged tokens which
had to be tagged as advmod.

Figure 11: How oe-is model tagged tokens which had
to be tagged as obl.

Figure 12: How oe-de-is model tagged tokens which
had to be tagged as obl.
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Figure 13: How oe-is model tagged tokens which had
to be tagged as acl:relcl.

Figure 14: How oe-de-is model tagged tokens which
had to be tagged as acl:relcl.
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B Additional trees

we cweðað nu swutelicor . . .
PRON VERB ADV ADV

nsubj

root

advmod:tmod

advmod

Figure 15: Correct version of the dependency tree in Figure 2.

. . . wiðstandan for þam strangan fingre þe hi gefreddam hiom ongean
VERB ADP DET ADJ NOUN SCONJ PRON VERB PRON ADP

conj

case

det

amod

obl

mark

nsubj

acl:relcl

obl

case

Figure 16: Correct version of the dependency tree in Figure 3.

and he is ure lif on þam we lybbað and styriað
CCONJ PRON AUX DET NOUN ADP DET PRON VERB CCONJ VERB

cc

nsubj

cop

det:poss

root

case

obl

nsubj

acl:relcl

cc

conj

Figure 17: Correct version of the dependency tree in Figure 4.

Ða deoplican drymen mid heora drycræftum on Egypta lande þe forlærdon Farao worhton
DET ADJ NOUN ADP DET NOUN ADP PROPN NOUN SCONJ VERB PROPN VERB

det

amod

nsubj

case

det:poss

obl

case

nmod:poss

obl

mark

acl:relcl

obj

root

Figure 18: Correct version of the dependency tree in Figure 6.

worhton manega tacna ongean Moysen of þam ylcan antimbre þe God ær gesceop
VERB DET NOUN ADP PROPN ADP DET ADJ NOUN SCONJ PROPN ADV VERB

root

det

obj

case

obl case

det

amod

nmod

mark

nsubj

adv:tmod

acl:relcl

Figure 19: Correct version of the dependency tree in Figure 7.
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