Language-agnostic measures discriminate inflection and derivation
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In the field of morphology, a distinction is com-
monly drawn between derivations, processes that
form “new” words, and inflections, processes that
merely create new “forms” of words (Dressler,
1989). While the theoretical nature of this distinc-
tion is a subject of ongoing debate, it is widely em-
ployed throughout linguistic theory, computational
and corpus linguistics, and even psycholinguistics.

Dictionaries and grammars roughly agree on
which morphological relationships are inflec-
tional and which are derivational within a lan-
guage. There is even a degree of cross-linguistic
consistency in the constructions which are typ-
ically/traditionally considered inflections—e.g.,
tense marking on verbs is widely considered to
be inflectional. This cross-linguistic consistency
is highlighted by the development of UniMorph
(Batsuren et al., 2022), a resource which annotates
inflections across 182 languages using a unified
feature scheme. This is despite the fact that Uni-
Morph data is extracted from the Wiktionary open
online dictionary!, which organises constructions
into inflections and derivations based on typical
traditions for a given language. This is in line with
Haspelmath’s (in press) view of these terms as tra-
ditional comparative concepts, being based on the
ways in which Western dictionaries and grammar
books are traditionally structured.

While linguists have proposed many tests or pro-
totypical properties of these categories, such as
derivations producing larger semantic changes or
occurring closer to the root of the word, difficulties
in producing a cross-linguistically consistent defini-
tion have led many researchers to conclude that the
inflection—derivation distinction is gradient rather
than categorical (e.g., Dressler, 1989) or even to
take position that the distinction carries no theoret-
ical weight (Haspelmath, in press). In particular,
Haspelmath (in press) argues that many such prop-
erties of inflection and derivation are not proven to

lhttps ://en.wiktionary.org

apply in a consistent way across languages.

One major issue in evaluating these theoretical
claims is the lack of large-scale, cross-linguistic
evidence based on quantitative measures (rather
than subjective tests). While several studies have
also computationally operationalised linguistic in-
tuitions about the inflection—derivation distinction,
they have been limited in terms of the languages
studied, focusing on French (Bonami and Paperno,
2018; Copot et al., in press) and Czech (Rosa and
Zabokrtsky, 2019). We here expand the set of mea-
sures and languages studied to evaluate whether
traditional concepts of inflection and derivation re-
late to their claimed properties cross-linguistically.

We develop a set of four quantitative measures of
morphological constructions, including measures
of both the magnitude and the variability of the
changes introduced by each construction. Crucially,
our measures can be computed directly from a lin-
guistic corpus, allowing us to consistently opera-
tionalise them across many languages and morpho-
logical constructions. That is, given a particular
morphological construction (such as “the nomi-
native plural in German”) and examples of word
pairs that illustrate that construction (e.g., ‘Frau,
Frauen’, ‘Kind, Kinder’), we compute four corpus-
based measures which quantify the idea that deriva-
tions produce larger and more variable changes
to words compared to inflections. We then ask
whether, for a given construction, knowing just
these measures is sufficient to predict its inflec-
tional versus derivational status in UniMorph.

In particular we consider for each construction:

* [[Aform]|, the average edit distance between
the base and constructed forms,

* || Adistribution ||, the Euclidean distance be-
tween the distributional embeddings of the
base and constructed forms,

* var(Aform), the average edit distance be-
tween the edit sequences between base and
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Features Logistic MLP

Majority class (Inflection) 0.57 -

|| Adistribution ” 0.67 0.68
1A forml| 0.59 0.60
Var(Adistribution) 0.76 0.76
var(A orm) 0.71  0.71
Form/distribution magnitude* 0.66 0.67
Form/distribution variability* 0.84 0.84
Form magnitude/variability* 0.70  0.75
Distribution magnitude/variability*  0.77  0.77
All measures* 0.86 0.90

Table 1: Accuracy in reconstructing Unimorph’s inflec-
tion—derivation distinction by various supervised classi-
fiers.

constructed forms within a construction,

o var(Agistribution ) the total variance of the dif-
ference vectors between base and constructed
form in the distributional embedding space.

If, across languages belonging to different language
families and morphological typologies, the Uni-
Morph annotations can be predicted with high ac-
curacy based on our measures, this would indicate
that traditional concepts of inflection and deriva-
tion do correspond to intuitions about the different
types of changes inflection and derivation induce.
To explore this, we train a logistic regression
classifier and a multilayer perceptron (MLP). Since
we are interested in the cross-linguistic consistency
of our four predictors, the models are not given
access to the input language or any of its typologi-
cal features. In experiments on 26 languages? (in-
cluding five from non-Indo-European families) and
2,772 constructions, we find that both models are
able to predict with high accuracy whether a held-
out construction is listed as inflection or derivation
in UniMorph (86% and 90%, respectively, for the
two models, compared to a majority-class baseline
of 57%). We additionally find that our distribu-
tional measures alone are more predictive than our
formal ones, and our variability measures alone
are more predictive than our magnitude ones; still,
combining all four features yields the best results.
We also identify how prototypical various cate-
gories of inflections are in terms of our measures.
We determine that inherent inflectional meanings

ant, ces, dan, deu, eng, ell, fin, fra, gle, hun, hye,
ita, kaz, lat, lav, mon, nob, nld, pol, por, ron, rus, spa,
swe, tur, ukr
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Figure 1: Our two most predictive measures for in-
flectional and derivational constructions in UniMorph.
While these measures can be used to correctly classify
84% of UniMorph constructions, they display a clearly
gradient mapping onto the categories.

are particularly likely to be classified as derivation
by our model, in line with Booij’s (1996) charac-
terisation of inherent inflection as non-canonical.
We provide initial evidence about non-Indo-
European languages, obtaining 82% accuracy com-
pared to 91% for Indo-European languages. While
still indicating generalisation, this suggests that the
application of the inflection—derivation distinction
to non-Indo-European languages may be less con-
sistent as suggested by Haspelmath (in press). For
example, Turkish is a highly agglutinative language
with, in traditional descriptions, an exceptionally
rich inflectional system—reflected by an extremely
large number of inflectional constructions and rel-
atively small number of derivations in our dataset.
Our classifier over-uses the label derivation for this
language, suggesting a degree of mis-alignment
with the way linguists typically operationalise in-
flection and derivation in this language.
Nevertheless, together these results provide
large-scale cross-linguistic evidence that, despite
the apparent difficulty in designing diagnostic tests
for inflection and derivation, these concepts are nev-
ertheless associated with distinct and measurable
formal and distributional signatures that behave
consistently across a variety of languages. Fur-
ther analysis of our results does not, however, sup-
port the view of these concepts as clearly discrete
categories. While our measures largely discrimi-
nate inflection and derivation, we still find many
constructions near the model’s decision boundary
between the two categories, indicating a gradient,
rather than categorical, distinction (Figure 1).
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