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Introduction

eWelcome to the 20th SIGMORPHON Workshop on Computational Research in Phonetics, Phonology,
and Morphology, to be held on July 14, 2023 as part of ACL in Toronto. The workshop aims to bring
together researchers interested in applying computational techniques to problems in morphology, phono-
logy, and phonetics. Our program this year highlights the ongoing investigations into how neural models
process phonology and morphology, as well as the development of finite-state models for low-resource
languages with complex morphology.

We received 22 submissions, and after a competitive reviewing process, we accepted 12, for an accep-
tance rate of 54.5%. The workshop is very happy to present two invited talks this year. Carmen Saldana,
from the University of Ziirich, and CUNY’s Kyle Gorman presented talks at this year’s workshop.

This year also marks the seventh iteration of the SIGMORPHON Shared Task. We hosted two Shared
Tasks this year:

The UniMorph Shared Task on Typologically Diverse and Acquisition-Inspired Morphological Inflection
Generation continued SIGMORPHON’s tradition of shared tasks that investigate inflectional patterns.
The task had two parts. The first part invited participants to build models that predict an inflected form
from either a lemma, or other inflected form, as well as desired properties of the output. The second
part investigates the cognitive plausibility of inflectional forms - namely, the task asks users to train a
classification model that determines the phonological constraints that lead to generalization patterns in
Korean; the final part investigates child-like errors made by inflectional systems.

The Shared Task on Interlinear glossing challenges participants to automate the process of glossing mor-
phological processes in lower-resource languages - a task that is essential in language documentation.
In the open track, participants train a model that produces a morphologically-specified gloss from the
original source sentence, a canonically-segmented representation, and optionally, a second language tran-
slation. In the closed track, the segmented representation is absent.

We also present the results from the 2022 Shared Task on Cross-Lingual and Low-Resource Grapheme-
Phoneme prediction. Due to time constraints with last year’s proceedings, we were unable to publish the
results. We apologize to the organizers and participants, who have had to wait a year to see their work in
print.

We are grateful to the program committee for their careful and thoughtful reviews of the papers submitted
this year. Likewise, we are thankful to the shared task organizers for their hard work in preparing the
shared tasks. We are looking forward to a workshop covering a wide range of topics, and we hope for

lively discussions.

Garrett Nicolai, Eleanor Chodroff, Cagri Coltekin, and Fred Mailhot, workshop organization team.
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Keynote Talk: Cross-linguistic recurrent patterns in
morphology mirror human cognition

Carmen Saldana
University of Ziirich
2023-07-14 08:30:00 -

Abstract: A foundational goal of language science is to detect and define the set of constraints that
explain cross-linguistic recurrent patterns (i.e., typological universals) in terms of fundamental shared
features of human cognition. In this talk, I will present a series of Artificial Language Learning expe-
rimental studies which test a hypothesised link between biases in language learning and morphological
universals in typology both at the syntagmatic (i.e., morpheme order) and paradigmatic levels (e.g.,
structure of inflectional paradigms). I will focus in particular on two types of universals in inflectional
morphology: (1) affixes with stronger structural relationships to the word stem tend to appear linearly
closer to it, and (2) different categories with the same identity (be it the same word form, or the same
word structure) in morphological paradigms tend to be semantically similar. The results from the studies
I will present provide evidence in favour of a shared typological and learning bias towards compositional
transparency and locality in morpheme order, and a bias towards partitions of morphological paradigms
that reflect semantic relatedness. In light of these results, I will argue that cross-linguistic recurrent mor-
phological patterns mirror to some extend universal features of human cognition.

Bio: Carmen Saldana is currently a postdoctoral fellow in the Department of Comparative Langua-
ge Science at the University of Zurich. Her research focuses on investigating the cognitive biases and
processes that shape the current cross-linguistic distributions of morphosyntactic features and their evo-
lution. Her work specifically contributes to the understanding of the relationship between individuals’
cognitive biases at play during language learning and use and universal tendencies in morpheme order
and paradigmatic morphological structure. She carries out her research within a comprehensive interdi-
sciplinary framework combining methods from linguistic theory, quantitative typology and experimental
linguistics.



Keynote Talk: Deep Phonology Features in Computational
Phonology

Kyle Gorman
City University of New York
2023-07-14 13:00:00 —

Abstract: The linguist Ray Jackendoff considers “the discovery of distinctive features ... to be a scienti-
fic achievement on the order of the discovery and verification of the periodic table in chemistry.” Despite
this, quite a bit of work in phonology—whether formal or computational—works with extensional sets of
indivisible segments rather than the intensional, internally-structured definitions derived from distinctive
features. In this talk I will first present philosophical and empirical arguments that phonological patterns
are defined intensionally: segments are bundles of features and processes are defined in terms of “natural
classes”, or conjunctions of feature specifications. Then, I will argue against the received wisdom—both
in formal and computational phonology—that phonological patterns should be specified “minimally”, in
terms of the fewest possible features consistent with the observed data. I show that feature minimiza-
tion has undesirable cognitive and computational properties. In contrast, feature maximization—which,
under the intensional view, is equivalent to set intersection—is empirically adequate and free of the pro-
blems that plague feature minimization.

Bio: Kyle Gorman is a professor of linguistics at the Graduate Center, City University of New York, and
director of the master’s program in computational linguistics. He is also a software engineer at Google
LLC. Along with his collaborators, he is the author of Finite-State Text Processing and of award-winning
papers at ACL 2019 and WNUT 6.
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Bhargav Shandilya and Alexis Palmer
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