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Abstract

Automatic Evaluation (AE) and Response Se-
lection (RS) models assign quality scores to
various candidate responses and rank them in
conversational setups. Prior response rank-
ing research compares various models’ perfor-
mance on synthetically generated test sets. In
this work, we investigate the performance of
model-based reference-free AE and RS models
on our constructed response ranking datasets
that mirror real-case scenarios of ranking can-
didates during inference time. Metrics’ unsat-
isfying performance can be interpreted as their
low generalizability over more pragmatic con-
versational domains such as human-chatbot di-
alogs. To alleviate this issue we propose a novel
RS model called MERCY that simulates hu-
man behavior in selecting the best candidate
by taking into account distinct candidates con-
currently and learns to rank them. In addition,
MERCY leverages natural language feedback
as another component to help the ranking task
by explaining why each candidate response is
relevant/irrelevant to the dialog context. These
feedbacks are generated by prompting large lan-
guage models in a few-shot setup. Our experi-
ments show the better performance of MERCY
over baselines for the response ranking task in
our curated realistic datasets.

1 Introduction

Advancements of neural models (Devlin et al.,
2019; Radford et al., 2019; Zhang et al., 2020b;
Shuster et al., 2022) has led to the vast continuous
research on open-domain dialog systems. Many
deployed open-domain dialog systems rely on mul-
tiple response generators in order to address the
variety of topics within a dialog. Accordingly, re-
sponse ranking is introduced as a major necessity
for ranking different responses based on their qual-
ity (Zhou et al., 2018; Wu et al., 2019; Liu et al.,
2021).

∗Work done during an internship at Amazon

Figure 1: An overview of the response ranking task.
Similar to human, MERCY takes all the candidates as in-
put to rank them (denoted as R_C1, R_C2, R_C3) more
accurately, while baseline RS metrics score (denoted as
S1, S2, S3) each candidate separately. Alongside can-
didates, MERCY also takes the candidates generated
feedback (denoted as F1, F2, F3) as another input.

Response Selection (RS) models were initially
trained to rank human-written positive responses
higher than synthetically generated negative re-
sponses (Gu et al., 2020; Gao et al., 2020; Gupta
et al., 2021). Another conforming substitution for
RS models can be model-based reference-free Au-
tomatic Evaluation (AE) metrics that conduct re-
sponse evaluation along different dimensions such
as relevancy (Tao et al., 2018; Ghazarian et al.,
2019), engagingness (Ghazarian et al., 2020), co-
herence (Ye et al., 2020), etc. and have been proven
to be more suitable for open-domain conversa-
tions (Lowe et al., 2017; Eskenazi et al., 2019) in
comparison to the reference-based overlap-based
metrics (Papineni et al., 2002; Lin, 2004). The
primary intention of AE and RS is to quantify the
quality of responses. In this work, we investigate
their usage for the response ranking task.

Predominantly, RS models have been tested to
distinguish between positive and synthetically gen-
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erated negative candidates following approaches
such as random matching (Gao et al., 2020; Sai
et al., 2020; Gupta et al., 2021), text-level manipula-
tions (shuffling, replacing) (Sai et al., 2020; Zhang
et al., 2021a), human-written adversarial irrelevant
responses (Sai et al., 2020; Gupta et al., 2021; Sato
et al., 2020). These synthetically curated test sets
are not sufficient representations of real-world in-
ference time candidates that are generated by dia-
log models. Hedayatnia et al. (2022) demonstrated
the effectiveness of training on machine-generated
candidates from real user interactions over using
synthetic candidates for response selection. How-
ever this data is not publicly available.

In this work, we construct the first public dataset
of human fine-grained rankings for responses gen-
erated by state-of-the-art dialog models in human-
human dialog contexts, which we denote as Static
Evaluation Setup (SES). For our work we also lever-
age the recently collected Interactive Evaluation
Setup (IES) (Liu et al., 2023) dataset, which in-
cludes human annotations for different machine-
generated responses within human-chatbot conver-
sations. Our intention is to conduct a survey to
evaluate the performance and generalizability of
state-of-the-art model-based reference-free AE and
RS on our curated datasets that are closer to de-
ployment time ranking scenarios, where one inter-
locutor is human and the other is a dialogue system.
We show that in these realistic test cases, existing
RS and AE models exhibit low performance.

To overcome this issue and have a more reliable
RS in real case scenarios we propose MERCY,
which pursues users’ behavior of taking different
candidates as input and predicting their rankings by
relying on their comparable representations (See
Figure 1). There is strong evidence that relying
on comparable representations is useful such as
human preference modeling to improve the perfor-
mance of LLMs (Bai et al., 2022). MERCY also
augments the input with feedback in the form of
natural language that explains why or why not a
response is relevant. Gupta et al. (2022) introduced
an instruction-tuned large language model (LLM)
to perform a variety of dialog tasks such as deter-
mining if a response is relevant or not. We follow
a similar approach of prompting a LLM to eval-
uate a response; however, we prompt the model
to generate more detailed information by not only
asking if a response is relevant but also why it is
relevant. We refer to this generated output as feed-

back. We leverage BLOOMZ-175B (Muennighoff
et al., 2022) to generate each candidate’s feedback.
We train MERCY on the train split of SES and
demonstrate that it is more accurate in real-case
ranking scenarios in comparison to the best per-
forming automatic metric finetuned on the same
training set. Considering multiple candidates to-
gether and augmenting responses with feedback
both contribute to MERCY’s better performance.

Our contributions are summarized as follows:

• We release a new benchmark dataset for re-
sponse selection, which contains human rank-
ings for responses generated by state-of-the-
art neural response generation models.1

• We present an in-depth analysis of the perfor-
mance of AE and RS models on this bench-
mark dataset and report their low performance
and generalizability over different dialog con-
texts, domains and generated responses.

• We propose a new RS method, MERCY,
which receives various candidates simulta-
neously and takes the generated natural lan-
guage feedbacks for each candidate as input
and learns to rank candidates by minimizing
the Kullback-Leibler divergence loss. Experi-
ments show that MERCY outperforms all ex-
isting AE and RS metrics by a good margin.

2 Related Work

Due to the vast number of AE/RS models, an in-
depth comparison of these metrics is critical. Yeh
et al. (2021) performed a comprehensive survey
by comparing multiple AE metrics on publicly
available evaluation testsets. In this work, we per-
form a similar survey of model-based reference-
free AE/RS models on response selection testsets.
In contrast to their evaluation testsets where re-
sponses are annotated on a Likert scale, which can
lead to annotator bias and could make it difficult for
a model to predict the exact scores, we only need
to evaluate the relative ordering from the predicted
output of these methods.

The response selection datasets we leverage are
more realistic than previously proposed syntheti-
cally generated datasets. Prior research proposed
to use simple approaches such as random response
selection (Han et al., 2021), corrupting utterances
by inserting, substituting and deleting random to-
kens (Whang et al., 2021), using the mask-and-fill

1The dataset will be published upon acceptance.



617

approach (Gupta et al., 2021) for generating adver-
sarial negative examples or collect human-written
negative samples (Sato et al., 2020). Previous work
also suggest to augment dialog datasets with syn-
thetically generated positive samples (Mizukami
et al., 2015; Khayrallah and Sedoc, 2020; Gupta
et al., 2019; Sai et al., 2020; Zhang et al., 2020a).

In a study by Hedayatnia et al. (2022), they
demonstrated that using a human-chatbot dataset,
where responses were generated by multiple re-
sponse generators and then annotated by humans
for training RS (response selection) models, led to
improved performance compared to models trained
on synthetically generated datasets. Unfortunately,
the dataset they used could not be made public
due to privacy concerns, as it contained real-user
dialogs. In contrast, our approach involves collect-
ing a similar and realistic response ranking dataset,
which we plan to release for future research pur-
poses.

In RS, most models score response candi-
dates independently without considering them to-
gether. Zhang et al. (2021b) proposed a joint match-
ing approach that concurrently accepts exactly four
candidates as input and selects the only correct
response using log-likelihood as the training ob-
jective. Our RS model follows a similar train-
ing approach but can handle a variable number
of responses for ranking. Additionally, our met-
ric stands out from previous work as it combines
generated natural language feedback with multi-
ple response candidates, providing the model with
valuable information in a natural language format.

Feedback generation has been shown to be
beneficial for improving language models. (Shi
et al., 2022; Xu et al., 2020; Hancock et al., 2019;
Scheurer et al., 2022; Tandon et al., 2022). Shi
et al. (2022); Hancock et al. (2019); Scheurer et al.
(2022) focused on improving response generation
models using three types of human feedback: bi-
nary, modular and natural language. While these
studies use natural language feedback collected via
human annotation, our work generates feedback
from large language models in a few-shot fashion
and use them for the ranking task. The closest
work to ours is (Gupta et al., 2022), which trains an
instruction-tuned large language model to conduct
evaluation. However, this work treats feedback as
a classification task asking if a response is rele-
vant, while we prompt the model to output why it
is relevant and accompany that with the candidate.

3 Data Sets

To conduct a comprehensive survey on AE/RS mod-
els, we look at three response ranking test sets each
encompassing different properties: 1) type of dia-
log contexts, 2) type of candidates for ranking, and
3) type of conversational domains.
DAILYDIALOG++ Sai et al. (2020) composed
a dataset consisting of manually created rele-
vant/irrelevant responses for human-human dialog
contexts taken from DailyDialog (Li et al., 2017).
To create irrelevant responses, annotators were
asked to write responses that share similar seman-
tics with the dialog context yet are not acceptable.
Hence, in DAILYDIALOG++ both dialog histories
and candidate responses are human-written.
SES The responses from DailyDialog++ may
not match realistic inference time test sets where
responses are machine generated. To deal with
this, we collect the Static Evaluation Setup (SES)
dataset comprising of various model generated
responses for contexts sampled from multiple
human-human dialog datasets: DailyDialog (Li
et al., 2017), BlendedSkillTalk (Smith et al., 2020),
PersonaChat (Zhang et al., 2018), Empathetic-
Dialogues (Rashkin et al., 2019). Each dia-
log context contains 8 different responses gener-
ated by BlenderBot (Roller et al., 2021), GPT2-
XL (Radford et al., 2019) fine-tuned on Blended-
SkillTalk (Smith et al., 2020), Plato-2 (Bao et al.,
2020), and Plato-XL (Bao et al., 2021) with differ-
ent decoding mechanisms. The model training and
decoding parameters are provided in Section E in
the Appendix. We collect two sets of data where
the rankings are eventuated from two groups of
annotators: 1) in-house annotators familiar with
the ranking task (SES_INTERNAL), 2) Amazon
Mechanical Turk (AMT) workers (SES_AMT).

Responses in SES_INTERNAL are annotated by
two internal annotators on the scale of 0 (not an
appropriate response) to 2 (a suitable response).
We calculate the normalized mean score for each
response in the range of 0 to 1 and assign label 1
to the response if its normalized score is greater
than 0.5 or 0 otherwise. To better analyze the per-
formance difference of AE/RS models, we remove
turns where all the candidates are 1 or 0 and call it
SES_INTERNAL_FILTERED. Although RS model
may face such all good or all bad candidates in real-
world scenarios, we exclude them to not mislead
the performance of RS with random candidate se-
lection. Due to the higher quality of annotations by
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Dataset Num_Responses Pos/Neg

DAILYDIALOG++ 11420 5710/5710
SES_INTERNAL 8000 4601/3399
SES_INTERNAL_FILTERED 7336 4049/3287
SES_AMT 7968 5546/2422
SES_AMT_FILTERED 6488 4098/2390
IES 31849 13519/18330
IES-V2 3240 1330/1910

Table 1: Statistics of response ranking datasets.

internal annotators who are more familiar with the
task, we leverage this dataset to test our proposed
RS model versus baselines.

The process of collecting SES_INTERNAL is
slow due to an insufficient amount of annotators,
therefore we use AMT workers for faster data col-
lection. For SES_AMT dataset, 5 AMT workers
evaluate each response in the range of 1-5 indicat-
ing low-quality to high-quality responses. Here
we use more fine-grained ratings which allow us to
check if AMT workers understand the range of how
good/bad a response can be. We get the median
score of each candidate’s ratings and normalize it
in the range of 0-1. We assign 0/1 label similar to
SES_INTERNAL. We remove turns with all good
or bad responses, and call it SES_AMT_FILTERED.
The statistics of these datasets are shown in Table 1.
This dataset is biased toward positive samples as
generations are done by state-of-the-art models re-
sulting high quality responses, similar to what hap-
pens during real-case scenarios.
IES We take one step closer towards having a
realistic response ranking test set by leveraging
the dataset from (Liu et al., 2023) where at each
turn in a human-chatbot dialog, AMT workers are
requested to select all valid responses from multi-
ple machine-generated candidates. The generative
models are four GPT2-XL (Radford et al., 2019)
models, fine-tuned on BlendedSkillTalk (Smith
et al., 2020), TopicalChat (Gopalakrishnan et al.,
2019), and WOW(Dinan et al., 2019) datasets, re-
spectively. The model training parameters are de-
scribed in Section D in the Appendix. We denote
this dataset as Interactive Evaluation Setup (IES).
Although IES represents a more realistic dataset,
its collection process is time consuming as the user
has to both converse with the system and annotate
each turn for quality. In contrast only one turn
needs to be annotated in SES allowing for faster
data collection.

A closer look at the IES data shows that some
good responses were not marked correctly by AMT
workers. This could be because AMT workers may

be taking into account factors besides relevancy
when selecting a response such as engagingess. Ex-
amples of these issues can be seen in Section C in
the Appendix. In order to have a more fair compar-
ison we sample 80 dialogs from IES and ask AMT
workers to reannotate each response on a scale of
[1-5] similar to SES_AMT setup, and denote this
dataset as IES-v2. IES-v2 includes a part of IES
dataset with more fine-grained annotations in a 1-
5 scale that allows better training signals for the
RS model. We compute the Fleiss kappa for inter-
annotator agreement and get a score of 0.41, which
indicates moderate agreement. In this work, we use
IES/IES-v2 data for only testing.

4 Analysis of AE/RS Methods for
Response Ranking

4.1 AE/RS Methods

Inspired by the survey of automatic metrics on
evaluation test sets (Yeh et al., 2021), we com-
pare different AE/RS models on response ranking
testsets. We compare AE metrics such as: Ru-
ber (Tao et al., 2018), Bert_Ruber(Ghazarian et al.,
2019), Pone(Lan et al., 2020), USR(Mehri and Es-
kenazi, 2020b), FED(Mehri and Eskenazi, 2020a),
FlowScore(Li et al., 2021), Maude(Sinha et al.,
2020), Grade(Ye et al., 2020), DynaEval(Zhang
et al., 2021a), Predictive_Engagement(Ghazarian
et al., 2020), USL(Phy et al., 2020), HolisticE-
val(Pang et al., 2020), MDD(Zhang et al., 2022),
DEAM(Ghazarian et al., 2022). For RS models, we
use BM25(Robertson et al., 2009), Dialogrpt(Gao
et al., 2020), SABert_KeySem(Gupta et al., 2021).

Bert_Ruber (Ghazarian et al., 2019), Pone (Lan
et al., 2020), Maude (Sinha et al., 2020) and
DEB (Sai et al., 2020) are classifiers used to pre-
dict the relevancy of a response, while Predic-
tive_Engagement (Ghazarian et al., 2020) affirms
the positive impact of incorporating an engagement
classifier on top of response relevance. FlowS-
core (Li et al., 2021), Deam (Ghazarian et al., 2022)
and DynaEval (Zhang et al., 2021a) evaluate the
overall dialog and the connection between utter-
ances. A few AE metrics, such as USL-H (Phy
et al., 2020), HolisticEval (Pang et al., 2020),
USR (Mehri and Eskenazi, 2020b), FED (Mehri
and Eskenazi, 2020a) take into account multiple
sub-metrics to achieve a more reliable evaluation
metric. Finally, MDD (Zhang et al., 2022) looks
for a robust metric that has acceptable performance
over multiple domains.
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For RS models, BM25 (Robertson et al., 2009)
ranks candidates based on their keyword similari-
ties to the context. DialogRPT (Gao et al., 2020)
uses human feedback data from Reddit and deter-
mines whether a response is human-like to rank
the generated candidates. SABert_KeySem (Gupta
et al., 2021) is a Speaker-Aware Bert-based (Gu
et al., 2020) classifier finetuned on adversarial re-
sponses created via mask-and-fill and keyword-
based generations.2

In addition to aforementioned AE/RS methods,
we add random and naive baselines to achieve an
exhaustive study. Random baseline randomly as-
signs scores to responses in the range of 0 to 1. We
report the mean aggregation of random baseline
performance after 5 runs. Naive baseline reports
the best generative model’s performance by select-
ing all its responses as appropriate and the rest
candidates as not suitable.

4.2 Ranking Metrics
We report common metrics for response selection:
Hits@K shows the rate of correct responses (se-
lected by human) appearing in the top-k responses
scored by each metric. In our experiments, K is a
variable since each turn of evaluation can have dif-
ferent number of human selected responses. Thus,
we report the mean of Hits@K from different eval-
uation turns.
Recall@1 computes the number of evaluation
turns where the highest scored candidate by the
metric is also selected by human.
MRR computes the mean of all reciprocal ranks
for human-selected responses. Reciprocal rank for
each true response shows its rank in the metric’s or-
dered output list. MRR demonstrates the ability of
the metric to assign better scores (higher rankings)
to human-selected responses.

4.3 Results
We show the performance and generalizability of
AE/RS models on the IES and DAILYDIALOG++
datasets in Table 2 and SES datasets in Table 3 by
using them without finetuning on the datasets.

For IES we see the best performing AE metric
is DEB. This shows the positive impact of pre-
training on a large conversational dataset (Reddit)
for evaluation. The best performing RS model is
SABert_KeySem, which is due to the positive ef-
fect of its semantic-based perturbations to generate

2More details about AE/RS metrics are discussed in Sec-
tion A of the Appendix.

higher quality negative samples. The slight per-
formance difference between the best performing
AE/RS models and baselines on the IES dataset
shows the low generalizability of these methods.
The main distinctions between IES and the train-
ing datasets of the AE/RS models are: 1) differ-
ing conversational domains, 2) responses gener-
ated by state-of-the-art dialog systems in IES ver-
sus human-written or heuristically generated candi-
dates, 3) human-bot dialog contexts in IES versus
human-human interactions.

For the SES testsets we also see DEB and
SABert_KeyKem are among the best performing
AE/RS models, respectively. We see a much higher
score from these models on SES in comparison to
IES. This may be due to the closeness of dialog
history type, which is human-written in SES, to the
training datasets of these metrics.

For DAILYDIALOG++, DEB and MDD achieve
the best performance. One reason is the domain
overlap between the test and train data as both
are from DailyDialog. The high performance of
these metrics on DAILYDIALOG++ in comparison
to SES and IES further shows the low generaliz-
ability of AE/RS metrics on different dialog con-
texts/domains. We don’t report the Naive baseline
since the candidates are not from different models.

5 Method
Our proposed response selection model MERCY
evaluates multiple response candidates for a given
dialog context simultaneously, and also leverages
the feedback generated by LLMs for candidates.

5.1 Few-Shot Feedback Generation

We look into leveraging LLMs for feedback gen-
eration via prompting. Specifically, we use the
BLOOMZ-175B model (Muennighoff et al., 2022),
which is finetuned to follow human instructions
for various NLP tasks. To prompt the model for
response evaluation, we take three conversations
from the FED testset (Mehri and Eskenazi, 2020a),
add the question "How relevant are the bot re-
sponses?" along with a brief explanation of rele-
vance (or lack thereof) for each response. The exact
prompt is available in Section F in the Appendix.
Using this prompt, we input the conversations from
SES and IES-v2 to obtain feedback for each re-
sponse in the dataset. Table 4 has an example of
our generated feedback showing the model’s abil-
ity to predict relevance and offer reasoning. More
examples can be found in Section G the Appendix.
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DAILYDIALOG++ IES
Metric Type Hits@K MRR Recall@1 Hits@K MRR Recall@1

Naive basline - - - 50.04 72.40 49.64
Random basline 50.25 70.12 49.4 48.10 71.40 48.15
Bert_Ruber AE 55.99 74.41 57.44 47.51 71.00 47.43
PONE AE 48.14 65.06 43.61 47.59 71.00 47.47
USR AE 54.69 75.68 59.28 46.57 70.37 46.44
FED AE 61.28 86.00 75.92 50.88 73.00 50.76
FlowScore AE 26.01 42.37 37.04 48.06 71.23 48.00
Maude AE 62.31 84.28 71.8 50.86 72.89 50.77
Grade AE 69.72 89.74 82.14 46.22 70.24 46.11
DynaEval AE 92.7 98.88 98.07 48.99 71.85 48.86
Predictive_Engagement AE 45.92 59.72 35.81 46.91 70.57 46.79
USL-H AE 60.51 66.01 44.57 47.47 70.86 47.36
HolisticEval AE 55.43 81.12 68.39 46.9 70.61 49.08
MDD AE 95.73 99.65 99.74 50.9 73.00 51.29
DEAM AE 54.64 72.72 54.99 49.88 72.37 49.93
DEB AE 95.97 99.70 99.39 52.12 73.62 52.11
Dialogrpt RS 46.87 61.50 38.79 49.95 72.30 49.74
BM25 RS 40.47 63.45 44.05 46.89 70.75 46.73
SABert_KeySem RS 89.63 99.16 98.51 52.80 74.14 53.01

Table 2: Performance of different AE/RS metrics on DAILYDIALOG++ and IES

SES_INTERNAL_FILTERED SES_AMT_FILTERED
Metric Type Hits@K MRR Recall@1 Hits@K MRR Recall@1

Naive baseline 53.76 74.23 59.54 63.05 78.86 64.50
Random baseline 58.74 72.71 58.44 63.45 78.14 62.52
Bert_Ruber AE 56.71 74.02 57.8 65.71 81.62 68.68
PONE AE 56.06 71.16 52.78 63.60 77.15 61.28
USR AE 56.54 74.92 58.89 66.46 81.95 69.54
FED AE 58.69 75.94 59.77 66.54 82.13 69.67
FlowScore AE 56.14 71.48 53.54 62.09 74.56 57.21
Maude AE 56.45 73.75 57.25 61.96 76.57 61.05
Grade AE 56.78 72.66 54.53 65.50 79.30 65.10
DynaEval AE 58.95 75.96 59.76 63.53 79.72 65.72
Predictive_Engagement AE 53.55 69.42 51.36 61.32 74.17 57.09
USL-H AE 57.63 74.21 57.47 66.56 82.81 70.9
HolisticEval AE 56.13 74.18 58.56 63.70 79.74 66.09
MDD AE 56.62 74.78 61.61 64.78 82.40 71.89
DEAM AE 55.73 74.10 58.01 63.80 81.30 68.80
DEB AE 60.83 77.56 63.03 63.32 79.28 65.23
Dialogrpt RS 53.63 69.56 51.47 63.40 76.45 60.30
BM25 RS 56.87 73.13 55.39 63.65 76.03 59.43
SABert_KeySem RS 57.91 76.07 61.18 67.85 82.05 69.79

Table 3: Performance of different AE/RS metrics on SES_INTERNAL_FILTERED and SES_AMT_FILTERED

User: South Padre Island is beautiful. How many boats have you made?
Socialbot: about 6 i believe , i lost track after my 3rd
User: Haha. Are they big boats or small boats?
Socialbot: small boat, about 30 feet

Question: How relevant are the socialbot responses?

Answer: The last system response is relevant in this dialog. The socialbot responds to the user’s
question about boats by providing details about a boat they have made. Overall, the socialbot’s
responses are relevant, earning a score of 8 out of 10 for relevance.

Table 4: An example of a generated feedback



621

Context Response_1 Response_2 Response_N…

Encoder

h_1 h_2 h_N…

P_1

Q_NN

Softmax

Q_NN Q_NN

0 1

P_2

0 1 0 1

P_N

Kl Loss

Q_1 Q_2 Q_N

Prompt

Response_i
LLM F_i

Feedback Generator

F_1 F_2 F_N

Figure 2: The overview of MERCY and the feedback generator.

To verify the quality of the generated feedback
we sample 50 outputs from the SES dataset, 25 pre-
dicted by the model as relevant and the remaining
as not relevant. We annotate for two dimensions:
Correctness (Did the model correctly predict if the
response was relevant?) and Makes Sense (Did the
explained feedback make sense?) as yes/no. We
find that 82% of the feedback was correct and 56%
of the explanations made sense. This suggests that
the feedback can be used as input into the response
selector. We leave improving the quality of expla-
nations via prompt engineering for future work.

5.2 Ranking Responses Synchronously
Users rank responses by simultaneously receiving
all candidates and comparing their quality. How-
ever, most RS models consider the candidates in-
dependently and predict their scores without con-
ducting the comparison between responses. In
this work, we explore the benefits of concurrently
receiving any number of candidates as input for
rankings. We train MERCY by minimizing the
Kullback-Leibler (KL) Divergence loss between
its outputs and ground-truth labels. MERCY’s pre-
dictions are scores in the range of [0-1], indicating
low up to high quality candidates.

Figure 2 gives an overview of MERCY. It takes
the context and concatenated candidates as input.
Context is composed of all utterances from begin-
ning up to the current turn in the dialogue, splitted
with</UTT >token.

C=U1</UTT >U2...</UTT >UM (1)

Since MERCY can receive multiple candidates
with various lengths, the chance of passing the
maximum length that can be handled by the en-
coder in the metric is not negligible. Hence, we use

</UTT > to handle such cases by removing the
minimum number of utterances from the beginning
of the context until all the input can fit in the model.

Following the context C, we pass all the can-
didates beginning with [RES] special token. In
contrast to the metric proposed by Zhang et al.
(2021b), which separates each candidate with spe-
cial tokens to be distinguished between constant
number of candidates, MERCY is more general-
ized and can process any number of candidates as
input. It uses the index of each [RES] token to get
the corresponding candidate’s encoding vector.

R=[RES]R1[RES]R2...[RES]RN (2)

To incorporate feedback into MERCY, we con-
catenate each response’s feedback to itself, and
separate them with a [Feedback] special token.

Ri=Ri[Feedback]Fi (3)

After concatenating C and R we pass the input
I (I=C · R) through an encoder and get the out-
put embeddings H ∈ R|I|×d, where d denotes the
hidden dimensional size of the encoder. The hid-
den representation of each candidate response is
returned based on the index of the [RES] token
for that corresponding candidate. Similar to how
humans rank responses, MERCY is seeing multiple
candidates during the encoding process.
h_i=H[RES] where [RES] ∈ [RES]Ri (4)

Simultaneously, each candidate’s hidden repre-
sentational vector is passed through a linear layer,
whose parameters are denoted as Wq, which out-
puts a scalar value qi for each candidate. The out-
puts are then sent through a Softmax layer. The
KL-Divergence loss is then minimized between
the normalized model outputs and the probability
distribution of ground-truth labels.



622

SES_INTERNAL_FILTERED IES-V2
Metric Data Hits@K MRR Recall@1 Hits@K MRR Recall@1

DEB SES_AMT_SINGLE 60.51 77.95 63.25 51.55 70.30 51.48
+ F SES_AMT_SINGLE 59.31 75.90 65.00 52.91 66.26 54.29

MERCY SES_AMT_SHUFFLED 62.75 78.43 67.39 49.67 64.36 51.03
+ F SES_AMT_SHUFFLED 63.19 79.51 69.03 50.61 63.86 51.03
+ KL SES_AMT_SHUFFLED 63.62 80.63 67.50 53.50 72.35 53.55
+ KL + F SES_AMT_SHUFFLED 64.77 81.75 69.14 53.13 73.23 55.62

Table 5: Performance of AE/RS metrics. KL=Kullback-Leibler divergence loss. F=Feedback

6 Experiments
As seen in Table 2 and Table 3, DEB (Sai et al.,
2020) performs the best amongst all existing met-
rics therefore we use it as our baseline.

For training we leverage the SES_AMT dataset
which consists of 8 different candidates per con-
text. We augment the data by perturbing the loca-
tion of candidate responses. In our experiments,
we shuffle the candidates 10 times, and thus have
10 times more training samples. We denote this
dataset as SES_AMT_SHUFFLED. In order to com-
pare the benefit of training on multiple candidates
versus one, we create a dataset SES_AMT_SINGLE.
Models finetuned on SES_AMT_SINGLE take in
one response as input while models finetuned on
SES_AMT_SHUFFLED take in all candidates simul-
taneously as input by concatenating them.3

When training on the SES_AMT_SINGLE

dataset, we append the entire feedback to the
response. However, when training on the
SES_AMT_SHUFFLED dataset, the tokens are too
long since DEB has only 512 positional embed-
dings. We found that truncating the feedback led
to performance degradation. Therefore, for each
response we take the corresponding feedback and
map to one of the following templates: "the re-
sponse is relevant", "the response is not relevant",
"the response is somewhat relevant". We create a
list of keywords for each template. If at least one of
the keywords exist in the original generated feed-
back we replace it with the corresponding template.
Through this method the entire response/feedback
pair can be fitted with minimal context truncation
and results in faster encoding.

7 Results
We present results of comparing MERCY against
DEB and MERCY with feedback as additional in-
put in Table 5, we draw the following findings4:

3Training parameters are in Section B in the Appendix.
4We trained on SES_AMT and evaluated on the test split

of SES_INTERNAL_FILTERED.

1) Training our model in a joint fashion with mul-
tiple candidates as input (SES_AMT_SHUFFLED)
outperforms training on a dataset with a single can-
didate as input (SES_AMT_SINGLE), showing the
benefit of concurrent response ranking.
2) The use of feedback improves Recall@1
with a 3% for SES_AMT_SINGLE; however, there
is not similar improvement when training on
SES_AMT_SHUFFLED. This may be due to the
fact that we had to rewrite the feedback to contain
less information in order to fit into the model’s
input. However, leveraging KL-Divergence loss
alongside feedback shows improvements. Addi-
tionally, the feedback provides explanations which
allows for interpretability during evaluation.
3) Leveraging the KL-Divergence loss (MERCY
+ KL) outperforms MERCY with Cross-entropy
loss, an improvement of Recall@1 score from
51.03 to 53.55 on the IES-V2 test set. This could
be due to the way the data has been annotated. Each
response in the dataset has a score between [0-2],
to show the rank of responses. While Likert scales
suffer due to annotator bias, ranking responses are
more robust to this bias. The KL-Divergence loss
determines how different the model’s output dis-
tribution is from the ground-truth distribution and
therefore does not rely on the specific Likert scores,
but rather on the relative ordering of responses.

8 Conclusion

We introduce MERCY, an RS model that ranks
responses by comparing multiple responses syn-
chronously and leveraging natural language feed-
back. We demonstrate that feedback generated
from a LLM through a few-shot setup improves
the performance of MERCY. Additionally we
introduce the SES dataset, a more realistic RS
dataset with human annotated machine generated
responses and show the low performance of base-
line AE/RS metrics on SES and other existing real-
istic response raking testsets.



623

9 Limitations

(1) In this work, we only look at the relevancy
when generating feedback; however, this can be
expanded to contain other useful evaluation dimen-
sions such as engagingness and contradiction. (2)
We perform experiments on English-only conver-
sations which makes our work biased toward the
English language. (3) The performance on IES is
far from satisfactory; however, this demonstrates
the difficulty of this problem and a strong test set
is useful for better development of AE/RS systems.
(4) The number of responses that can be ranked
by MERCY is limited by the context length of the
model; however, the baseline model which only
takes in one response at a time will get compu-
tationally expensive as the number of responses
grows.(5) The responses in SES and IES do not
consider the most recent conversational models
such as ChatGPT5.

10 Ethics Statement

All authors of this paper acknowledge and agree
with the ACM Code of Ethics. In our study, we
ensure that our work is compatible with the pro-
vided code, specifically in the terms of presenting
a non-offensive dataset construction.

In order to accomplish a comprehensive analysis
of AE/RS metrics on the response ranking task, we
collect a dataset containing human rankings for gen-
erated responses conditioned on existing human-
human conversations with polished contents. The
main concern is that generated responses based on
well-known state-of-the-art dialogue models could
have offensive content which is out of our work’s
scope.

In the feedback generation component leveraged
in our proposed metric which is based on prompt-
ing a LLM, the outputs show whether a response
is relevant or not and explain why that is the case,
hence the chance of generating inappropriate con-
tents is near zero.
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A More about AE and RS Metrics

In our study, we target model-based reference-
free AE metrics which are more appropriate with
no reliance and limitations on ground-truth re-
sponses (Novikova et al., 2017; Lowe et al., 2017;
Yeh et al., 2021) in open-domain dialogue systems.

Bert_Ruber (Ghazarian et al., 2019) which is
an advanced version of Ruber (Tao et al., 2018)
leverages positive impact of contextualized word
embeddings across with a cross entropy loss to dis-
tinguish between human-written responses from
random matched ones. Pone (Lan et al., 2020) pro-
poses to get top-k most similar randomly chosen
responses to the dialogue context as more appropri-
ate negative samples and augment data with more
balanced number of generated positive responses.
Similar to prior metrics, Maude (Sinha et al., 2020)
also takes the BERT embeddings of dialogue and
learns to assign quality score to the response by be-
ing trained with Noise Contrastive Estimation (Gut-
mann and Hyv¨arinen, 2010) loss between positive
and negative samples.

Predictive_Engagement(Ghazarian et al., 2020)
returns the engagingness label for corresponding
responses and shows its importance in achieving a
more precise open-domain dialogue evaluation.

FlowScore (Li et al., 2021) as its name im-
plies models the dynamic flow of the dialogue
by leveraging three training objectives to consider
the flow and semantic influence of the context
and utterances. DEAM (Ghazarian et al., 2022)
focuses on AMR architecture of conversations
to apply semantic-level perturbations and gener-
ate more natural looking incoherent conversations.
The classification model trained on the resulted
dataset has higher performance than its counterpart
trained on heuristically generated negative samples.
Grade (Ye et al., 2020) considers topic transition
dynamics by incorporating topic-level graph rep-
resentations of the dialogue alongside utterance-
level contextualized representations trained with
the ranking loss and outputs the coherence score
for the response. DynaEval (Zhang et al., 2021a)
transforms each dialogue to a graph where its nodes
represent the utterances and the edges demonstrate
the dependency between utterances. A graph con-
volutional network is adopted to measure the qual-
ity of the response as well as the whole dialogue.
A contrastive loss is defined to distinguish between
positive dialogues and negative ones resulted from
shuffling and replacements in the utterances.

USL-H (Phy et al., 2020) pays attention to the
multi-facet feature of the evaluation. It is a mixture
of three metrics for capturing Understandability,
Sensibleness, and Likability in Hierarchy. Holis-
ticEval (Pang et al., 2020) decomposes the overall
quality into four sub-metrics: coherency, fluency,
diversity and logical self-consistency. The first
two aspects are yielded from probability distribu-
tion of GPT-2 model, while diversity is computed
by taking into account n-gram entropy and logical
self-consistency follows Natural Language Infer-
ence models. USR (Mehri and Eskenazi, 2020b)
is a combination of naturalness, context consis-
tency, knowledge conservation sub-metrics. The
likelihood estimated by a fine-tuned RoBERTa
model based on MLM objective shows the natural-
ness. The conditional distribution of a fine-tuned
RoBERTa model for the retrieval task can poten-
tially demonstrate the context consistency and nat-
uralness. FED (Mehri and Eskenazi, 2020a) is also
a multi-dimensional metric without necessity of
training. It defines positive and negative follow-up
responses designed for each aspect and computes
their likelihood using DialoGPT model.

MDD (Zhang et al., 2022)’s main goal is to be a
robust metric over different domains and to achieve
it two types of models are trained: teacher and
student models. The teacher model is trained on
human annotated positive and negative responses
and later applied on synthetic dataset to get pseudo-
labels. Following, the student model is trained to
have similar predictions as the teacher model, to
be able to be covered after injecting noise to the
responses, and to be better adaptable to the multi-
domain synthetic datasets.

DEB (Sai et al., 2020) determines the efficiency
of pretraining on large-scale dialogue corpora for
the evaluation task. The pretraining on Reddit
dataset including positive comments and randomly
picked negative responses with incorporating cross
entropy loss objective and subsequently finetuning
on some human crafted positive and adversarial
negative samples makes DEB as the most accurate
evaluation metric.

Apart from AE metrics that assess the quality of
responses from different perspectives, RS models
learn to assign different rankings to the responses.
One of the pioneer baselines for the response rank-
ing task is BM25 (Robertson et al., 2009) that lever-
ages keyword similarity to rank responses given a
context. We pursue the idea by Henderson et al.
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(2019) to rank candidates based on their BM25 vec-
tor’s inner product with the context’s BM25 vector.

DialogRPT (Gao et al., 2020) contains a set of
GPT-2 based models that are trained on human
feedback data on social media platforms indicat-
ing different factors such as the number of replies,
maximum length of the dialog after the reply, the
difference between upvotes and downvotes. The
overall ranking of each response includes scores
showing predicted human feedback of responses
and whether the response is human-like or not.

SABert_KeySem (Gupta et al., 2021) is a recent
response ranking metric that proposes two modern
approaches for constructing negative candidates
that are used to be classified from responses with
higher rankings. First is a mask-and-fill approach
that masks spans of utterances and infill them using
GPT2-based model conditioned on random con-
texts. Second is also a GPT2-based model that tries
to complete a response conditioned on its keywords
and a random context. A Speaker-Aware Bert (SA-
Bert) (Gu et al., 2020) classifier trained on such
data outperforms different existing baselines.

B MERCY training parameters

We start finetuning our model on the DEB (Sai
et al., 2020) checkpoint. We set training for 10
epochs and do early stopping once the loss on the
validation set does not go down. We use a training
batch size of 8. We use the Adam optimizer with a
learning rate of 5e-6. Additionally we use a dropout
rate of 0.1. The model was trained on a single
NVIDIA A100 GPU. The average inference time
of MERCY over 1000 runs on an NVIDIA A100
GPU is 21.88 ms.

C Annotation issues in IES

As seen in Table 6, even though Candidate 3 is a
relevant response it is still annotated as not relevant
by the worker. This could be due to the fact that
Candidates 2 and 4 are more interesting as they
offer up more information.

D Models used in IES

All models used in this dataset are GPT2-
based (Radford et al., 2019) with a variety of sizes.
For each model, both the Language Modeling Head
and Multiple Choice Head of GPT2 are finetuned
in a Transfer-Transfo fashion (Wolf et al., 2019).
The Language Modeling Head takes in the dialog
history and learns to predict the follow up response

by minimizing the cross-entropy loss. The Multiple
Choice Head is fine-tuned to select the ground-truth
response amongst five candidates where four are
randomly selected negative candidates. During in-
ference nucleus sampling is used to generate the
response.

E Models used in SES

The models used to generate responses are:
BlenderBot (Roller et al., 2021), GPT2-XL (Rad-
ford et al., 2019) finetuned on the Blended Skills
Talk dataset (Smith et al., 2020), Plato-2 (Bao et al.,
2021) and Plato-XL. GPT2-XL was finetuned in
the same fashion as the models in D. To generate
8 candidates for each dialog context we generate
three responses from GPT2-XL using nucleus sam-
pling, two responses from Plato-2 using nucleus
sampling, one response from Plato-XL using beam
search, one response from Blenderbot using nu-
cleus sampling and one response from Blenderbot
using beam search.

F Feedback prompt

G Generated feedback examples

Table 8 shows an example of a relevant and non-
relevant response with its corresponding feedback.
Additionally the last example includes an expla-
nation that is incorrect. In the last example the
feedback hallucinates information that is not men-
tioned in the response. To determine how diverse
the generated feedback is we compute self-BLEU
and get a score of 0.67 where the lower the score
the more diverse the feedback is.

H Mechanical Turk interface for SES
data collection

Our qualifications included a HIT Approval Rate
greater than 95%, number of HITs approved greater
than 1000, location is US and Masters have been
granted. Additionally we had asked the Turkers to
do a qualification HIT where if they passed they
were granted permission to do the actual data col-
lection task. They were paid $15 per hour. A
screenshot of the conducted experiment is shown
in Figure 3.
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Context Annotation
Bot: I don’t blame you. What do you do for work?
Human: i manage social media for clients. how about you?
Bot: Same here! I manage my social media and my website. I like to use tools like
Google and Facebook.
Human: google has a heck of a lot of tools for managing all types of things

Candidate 1: i manage social media for clients Not relevant
Candidate 2: Same here! I manage my social media and my website. I like to use
tools like Google and Facebook.

Relevant

Candidate 3: Yes, and Facebook is a great social media tool too. Not relevant
Candidate 4: It really does! I use it for everything from social media to email to file
sharing.

Relevant

Table 6: Example of annotation issues in IES

Figure 3: The interface for collecting the SES and IES-v2 data



630

Below are a series of examples dialogs, followed by a question about the quality of the socialbot’s
responses. This question must be answered by carefully considering each response in the proceeding
dialog, assessing whether the response satisfies the quality/criteria the question is asking for, and
ultimately answering the question with a detailed description of the assessment. The answer should be
detailed, quote the concerning parts of the dialog and give an overall score out of 10.

User: Hi!
Socialbot: Hi there.
User: What are you listening to?
Socialbot: All sorts of music. I listen when no-one is chatting to me.
User: That’s great!
Socialbot: Thanks.
User: Do you chat here often?
Socialbot: I am a talking computer, after all, so of course I could talk here, if I needed to.
User: Let’s talk about Taylor Swift!
Socialbot: I watched The Matrix recently. It’s got to be my favorite movie.
Question: How relevant are the socialbot responses?
Answer: The socialbot responses in this dialog are not very relevant. The first response to the question
about what the socialbot is listening to is somewhat relevant, as it mentions listening to music. However,
the subsequent responses do not directly address the user’s questions or statements. The response to
the question about chatting often simply states that the socialbot is a talking computer and could talk if
needed, but does not address the frequency of its chat activities. The response to the statement about
Taylor Swift is completely unrelated, discussing The Matrix movie instead. Overall, the socialbot’s
responses in this dialog score a 2 out of 10 for relevance.

User: Hi!
Socialbot: Hi! What’s up?
User: Nothing much, how about you
Socialbot: Not much either.
User: What are you doing
Socialbot: Playing Terraria. What about you?
User: Sitting in a meeting
Socialbot: What kind of meeting?
User: Can’t say
Socialbot: It’s probably boring, isn’t it?
Question: How engaging are the socialbot responses?
Answer: In this dialog, the socialbot’s responses could be considered somewhat engaging. The socialbot
initiates conversation by asking "What’s up?" and continues the conversation by asking the user what
they are doing. However, the socialbot’s response of "It’s probably boring, isn’t it?" could be perceived
as dismissive or judgmental. Overall, I would rate the socialbot’s responses as a 6 out of 10 in terms of
engagement.

User: Hi!
Socialbot: Hey
User: How’s your day going?
Socialbot: pretty good. yours?
User: Ehh it’s fine. I didn’t do so well on that history test, actually..
Socialbot: oh what happened?
User: Apparently Christopher Columbus didn’t fight in the Civil War :’)
Socialbot: hahah wait for real?
User: I know right! Are you taking History next semester?
Socialbot: No I’m not in school anymore
Question: How relevant are the socialbot responses?
Answer: The socialbot responses are relevant in this dialog. The socialbot asks the user how their day
is going and responds to the user’s mention of not doing well on a history test by asking for more
information. The socialbot also responds to the user’s question about taking history next semester
with information about their current schooling status. Overall, the socialbot’s responses are timely and
relevant to the conversation, earning a score of 8 out of 10 for relevance.

Table 7: Prompt sent into BLOOMZ-175B
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...
User: I am an avid gamer I just got a new one I am obsessed with.
Socialbot: I am not much of a gamer myself but I do know a few, what game did you get?
User: It’s called the awakening. What do you do if you don’t game?
Socialbot: i like to watch movies and tv

Question: How relevant are the socialbot responses?

Answer: The socialbot’s last response is highly relevant. The socialbot’s response discusses the types
of things the user likes to do, including games, movies, and TV. Overall, the socialbot’s responses earn
an 8 out of 10 for relevance.

...
User: i love eating anything italian , watching forensic files and jeopardy
Socialbot: Great shows! Have you ever been it italy?
User: i have been there a couple of times
Socialbot: How is it? I’ve always wanted to go?
User: its beautiful and its nice to use overall
Socialbot: I like to run in the mountains.

Question: How relevant are the socialbot responses?

Answer: The system response is not relevant. The socialbot states information about running in
mountains and likes of sports. The response is not relevant to the conversation as the user has not
indicated that they like sports or running in mountains.

...
User: I may take a run myself, but am really thinking of going to American Eagle, my favorite
store...they have a sale!
Socialbot: What do you like to purchase there? I like the tee’s personally
User: yes the tee shirts are great! Also have some nice jeans.
Socialbot: You have any hobbies?

Question: How relevant are the socialbot responses?

Answer: The last system response is relevant. The system asks the user about hobbies and what they
might purchase at American Eagle. The system’s last response mentions the store’s sale. The system’s
responses score a 4 out of 10 for relevance in this dialog.

Table 8: More examples of generated feedback


