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Abstract

Recent works usually address Dialog policy
learning DPL by training a reinforcement
learning (RL) agent to determine the best
dialog action. However, existing works on
deep RL require a large volume of agent-
user interactions to achieve acceptable per-
formance. In this paper, we propose to
make full use of the plain text knowledge
from the pre-trained language model to
accelerate the RL agent’s learning speed.
Specifically, we design a dialog action-aware
transformer encoder (DaTrans), which inte-
grates a new fine-tuning procedure named
masked last action task to encourage Da-
Trans to be dialog-aware and distils action-
specific features. Then, DaTrans is further
optimized in an RL setting with ongoing in-
teractions and evolves through exploration
in the dialog action space toward maximiz-
ing long-term accumulated rewards. The
effectiveness and efficiency of the proposed
model are demonstrated with both simula-
tor evaluation and human evaluation.

1 Introduction

A task-oriented dialog system that can serve
users on certain tasks has increasingly attracted
research efforts. Dialog policy learning (DPL)
aiming to determine the next abstracted system
output plays a key role in pipeline task-oriented
dialog systems (Kwan et al., 2023). Recently,
it has shown great potential for using reinforce-
ment learning (RL) based methods to formulate
DPL (Young et al., 2013; Su et al., 2016; Peng
et al., 2017). A lot of progress is being made in
demonstration-based efficient learning methods
(Brys et al., 2015; Cederborg et al., 2015; Wang
et al., 2020; Li et al., 2020; Jhunjhunwala et al.,
2020; Geishauser et al., 2022). Among these
methods, dialog state tracking (DST), compris-
ing all information required to determine the
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response, is an indispensable module. However,
DST inevitably accumulates errors from each
module of the system.

Recent pre-trained language models (PLMs)
gathering knowledge from the massive plain
text show great potential for formulating DPL
without DST. Recently, the studies on PLMs
for dialog, including BERT-based dialog state
tracking (Gulyaev et al., 2020) and GPT-2
based dialog generation (Peng et al., 2020; Yang
et al., 2021) are not centred on DPL. To this
end, we proposed the Dialog Action-oriented
transformer encoder termed as DaTrans, for
efficient dialog policy training. DaTrans is
achieved by a dialog act-aware fine-tuning task,
which encourages the model to distil the dialog
policy logic. Specifically, rather than commonly
used tasks, like predicting randomly masked
words in the input (MLM task) and classifying
whether the sentences are continuous or not
(NSP task) (Devlin et al., 2019), DaTrans is
fine-tuned by predicting the masked last acts
in the input action sequences (termed as MLA
task). After that, DaTrans works as an RL
agent which evolves toward maximizing long-
term accumulated rewards through interacting
with a user simulator. Following the traditional
RL-based dialog policy learning framework, the
main novelty of DaTrans is that it integrates a
proposed dialog action-aware fine-tuning task
(MLA), which helps to extract action-specific
features from historical dialog action sequences
to improve dialog policy learning. The empiri-
cal results prove the excellent performance of
DaTrans. Our main contributions include 1)
We propose the DaTrans that integrates the
dialog act-aware fine-tuning task to extract the
dialog policy logic from the plain text; 2) We
validate the efficiency and effectiveness of the
proposed model on a multi-domain benchmark
with both simulator and human evaluation.
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Figure 1: The Illustration of Dialog Action-
oriented Transformer Encoder (DaTrans). In this
example, DaTrans generates the dialog action Aa

based on historical actions.

2 Approach

We cast the dialog policy learning problem
as a Markov Decision Process and optimize
the policy with deep reinforcement learning ap-
proaches. RL usually involves an interactive
process (as shown in Figure 1), during which
the dialog agent’s behavior should choose ac-
tions that tend to increase the long-turn sum
of rewards given by the user. It can learn to
do this over time, by systematic trials and er-
rors until reaches the optimal. In our setting,
the dialog agent is encoded with the proposed
DaTrans, which perceives the state s and de-
termines the next action Aa. We consider a
transformer decoder-based policy model, which
takes text concatenating of tuples containing a
domain name, an intent type, and slot names
as input and determines the next action.

2.1 DaTrans

We apply Deep Q-learning to optimize dia-
log policy. Qθ(s, a), approximating the state-
action value function parameterized θ, is im-
plemented based on DaTrans as illustrated in
Figure 1. In each turn, perceiving the state s
that consists of historical action sequences and
a database vector denoting the matches of the
current constraints, DaTrans determines the di-
alog action a with the generated value function
Qθ(·|s). Historical action sequences are tok-
enized started from [CLS], followed by the tok-
enized actions separated and ended with [SEP ].
Then the transformer encoder gets the final hid-
den states denoted [t0..tn] = encoder([e0..en])
(n is the current sequence length, ei is the em-

bedding of the input token). The contextual-
ized sentence-level representation t0, is passed
to a linear layer named action decoder T to
generate:

Qθ(s, a) =T a(encoder(Embed(s))) (1)

where Embed is the embedding modules of
transformer encoder, T a denoted the ath out-
put unit of T . Based on DaTrans, the dialog
policy is trained with ϵ-greedy exploration that
selects a random action with probability ϵ, or
adopts a greedy policy a = argmaxa′Qθ(s, a

′).
In each iteration, Qθ(s, a) is updated by mini-
mizing the following square loss with stochastic
gradient descent:

Lθ = E(s,a,r,s′)∼D[(yi −Qθ(s, a))
2]

yi = r + γmax
a′

Q′
θ(s

′, a′)
(2)

where γ ∈ [0, 1] is a discount factor, D is the ex-
perience replay buffer with collected transition
tuples (s, a, r, s′), s is the current state, r refers
to the reward, and Q′(·) is the target value
function, which is only periodically updated,
and s′ is the next state. By differentiating the
loss function with regard to θ, we derive the
following gradient:

∇θL(θ) = E(s,a,r,s′)∼D[(r+

γmaxa′Q
′
θ′(s

′, a′)−Qθ(s, a))∇θQθ(s, a)]
(3)

In each iteration, we update Q(.) using mini-
batch Deep Q-learning.

2.2 Dialog Action-aware Fine-tuning

A vanilla transformer decoder without pre-
training can encumber the learning of dialog
policy since it is totally unaware of the text
and dialog logic. Meanwhile, well-pre-trained
models like BERT, due to the generality of pre-
training tasks and corpus, are still difficult with
competent in dialog modeling. The NSP task
encourages BERT to model the relationship
between sentences, which may benefit natural
language inference, however, biased dialog pol-
icy learning due to the inconsistency between
success and continuity of sentences, e.g. discon-
tinuous sentences can form a successful dialog.
Also, the MLM task allows the word represen-
tation to fuse the left and right context, while
the dialog agent is only allowed to access the
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left one. Considering that the ability to reason
the next dialog action plays a key role in dialog
policy, we replace the MLM and NSP task with
a novel fine-tuning task: predicting masked
last dialog action (MLA). MLA is based on
a dialog action-aware fine-tuning corpus, each
piece of which is a dialog session composed of
the annotated historical action sequences, for
example, “[CLS] Police-Inform Name [SEP]
Police-Inform Phone Addr Post [SEP] general-
thank none [SEP] ”, (denoted as sentence A).
Then we randomly cut between two consecu-
tive actions of a session, and select the first
half with the masked last act as input. For
example, we cut sentence A between the 2nd
and the 3rd action, and mask the last act to get
the input: "[CLS] Police-Inform Name [SEP]
[MASK]..[MASK]". The label for the masked
tokens is "Police - Inform Phone Addr Post".
Significantly, the proposed MLA task for BERT
is actually different from auto-regression. The
way auto-regression works is after each token is
produced, that token is added to the sequence
of inputs and this new sequence becomes the
input to the model in its next step. However,
in DaTrans, the MLA task works as predicting
the last dialog action word by word without
adding a new predicted word.

The goal of MLA is to minimize the cross-
entropy loss with input tokens w0, w1, .., wn:

Lmla =− 1

m

m∑
i=1

n∑
j=n−k+1

log p(wi
j |wi

0:j−1,j+1:n)

(4)
where wi

0:j−1,j+1:n = wi
0 · · · wi

j−1, w
i
j+1..w

i
n,

p is the action decoder head for predicting
masked tokens. wi

j ∈ {0 · · ·v−1} is the label for
the masked token, v is the required vocabulary
size, and m is the number of dialog sessions.
Besides, n and k are the length of the input
and masked action sequences, respectively.

3 Experiments and Results

We first conduct the simulator evaluation to
assess the DaTrans’ performance of learning
efficiency, the robustness of fine-tuning Cor-
pus, and domain adaptation. Besides, the case
study and human evaluation are conducted and
the results are presented in Section D & E in
Appendix. In our experiment, NLU and NLG
modules are ignored since the interactions are

made with dialog actions. Notably, DaTrans
can be equipped with any NLU and NLG mod-
els. Two datasets, MultiWoz (Budzianowski
et al., 2018) and Schema-Guided dialog (SGD)
(Rastogi et al., 2020) are involved. We leverage
a public available agenda-based user simulator
(Zhu et al., 2020) setup on MultiWoz. The de-
tails of the dataset, implementation, and the
user simulator are illustrated in the Appendix.

3.1 Baseline Agents

We compare the performance of the proposed
DaTrans with the state-of-art model JOIE
(Wang and Wong, 2021), vanilla BERT, and
its variants of different optimization and fine-
tuning settings. 1 DQN agent is trained with
a deep Q-Network. BERT agent is equipped
with BERT as the encoder that replaces the
fully connected layer in DQN. BERTMWoz agent
is with BERT pre-trained with MLM and NSP
tasks on MultiWoz. JOIE agent (Wang and
Wong, 2021) is a collaborative multi-agent
framework factoring the joint action space
and learning each part by a different agent.
DaTransMWoz is our proposed agent that is pre-
trained with MLA task as described in Section
3.1 on MultiWoz dataset.

Table 1: The simulation performance of different
agents. Succ. denotes the final success rate, Turn
and Reward are the average turn and the average
reward of the whole training process, respectively.

Model Succ.↑ Turn↓ Reward↑

DaTransMWoz 0.84 10.21 27.35
BERTMWoz 0.72 12.14 14.21
BERT 0.64 14.75 -15.47
DQN 0.01 19.51 -53.66
JOIE-3 0.38 15.98 -21.42

3.2 Simulator Evaluation

All agents are evaluated with the success rate
(Succ.) at the end of the training, average turn
(Turn), average reward (Reward). The main
simulation results are shown in Table. 1 and
Figure 2(a). The results indicate that the pro-
posed DaTransMWoz learns faster and achieves

1“optimization” refers to the interactive training pro-
cess with Reinforcement Learning. “pre-train” means
the process of PLMs trained with massive plain text.
Besides, we use both “pre-train” and “fine-tuning” to
refer to the self-supervised training process of BERT
with annotated historical action sequences.
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(a) Main results. (b) Domain adaptation. (c) Altering fine-tuning corpus.

Figure 2: Comparison of the success rate evolving during the training process.

a better convergence in in-domain evaluation.
DaTransMWoz, pre-trained with the mask last act
task (MLA) on the MultiWoz corpus achieves
the best Succ. (on average 0.84) with the high-
est learning efficiency in BERT-based models.
The performance of DaTransMWoz reveals that
our MLA pre-training task can not only encode
the characteristics of dialog policy for efficiency
improvement but also show better transfer abil-
ities because dropping it BERTMWoz degrades
the performance of DaTransMWoz. Addition-
ally, BERT is consistently the worst in BERT-
based models, which is not surprising since
it is only initialized with official BERT’s pre-
trained weights without in-domain fine-tuning.
The generality of fine-tuning corpus and task,
domain awareness, and knowledge transferabil-
ity of BERT are poor. Furthermore, without
any fine-tuning, JOIE and DQN are worse than
BERT-based agents. Finally, the comparison
results of Turn and Reward are illustrated in
Table. 1. It depicts that DaTransMWoz achieves
the shortest average turn and highest average
reward, which is consistent with the learning
curves in Figure 2(a).

Effect of fine-tuning Corpus. We further
test the effect of different fine-tuning corpus on
the performance. The models are pre-trained
on SGD and optimized on MultiWoz to inves-
tigate the influence of fine-tuning corpus. We
denote DaTransSGD as a variant of DaTrans
which is pre-trained on SGD and optimized on
MultiWoz. We only compared the results of
fine-tuning on SGD, because the agents who
have fine-tuned on MultiWoz have seen the dia-
logue logic of MultiWoz, so it is of little signifi-
cance to optimize the comparison on MultiWoz.
Besides, we don’t optimize the models with RL

on SGD because we didn’t find an open-source
simulator for SGD. Thus, we only take SGD to
explore the effect of corpus and domain adapta-
tion. The core conclusion indicated from Figure
2(b) is that DaTrans is robust to the different
fine-tuning corpus. Firstly, the proposed MLA
pre-training task does better in extracting the
knowledge of dialog action sequence, especially
the structure information that is invariant over
domains. As a consequence, DaTransSGD out-
performing BERTSGD.

Domain Adaptation. To assess the ability
for new task adaptation, we compare the agents
that continually learn a new domain Restau-
rant, starting from being well-trained on the
other six domains (i.e. Train, Hotel, Hospital,
Taxi, Police, Attraction). Figure 2(c) shows
the performances of new task adaptation for
dialog policy learning. The results confirm
that DaTrans pre-trained with masked last ac-
tion task is capable of quickly adapting to the
new environment compared to DaTransSGD and
BERTSGD. Besides, pre-training counts because
removing it (BERT) damages the results.

4 Conclusion and Future Work

In this paper, we investigate the pre-trained
language model enhancing the reinforcement
learning agent for dialog policy learning. We
propose DaTrans, which is equipped with a
new fine-tuning task that masks the last dialog
action to extract the dialog logic for efficient
dialog policy learning. The evaluation results
show the effectiveness of the proposed DaTrans
in terms of learning efficiency and domain adap-
tation ability.
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Limitations

Due to the high cost of interactions with human
users, the dialog policy model was trained in a
simulated environment rather than real-world
scenarios. Our approach is able to construct
a highly responsive dialog system because it
shortens the required interaction turns, and
reduces labour costs associated with interac-
tive training with human users. However, it is
worth noting that the model optimized in our
experiments may not be suitable for dealing
with real-world users, thus simulation evalua-
tion results alone are not sufficient to prove
DaTrans’s superiority. Despite this limitation,
as there are few studies dedicated to investigat-
ing PLMs advanced dialog policy learning, We
hope that DaTrans will inspire further research
in this field in the future.
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A Dataset

Two datasets are involved: 1) MultiWoz
(Budzianowski et al., 2018), a large-scale fully
annotated corpus of human-human conversa-
tions; 2) Schema-Guided dialog (SGD) (Ras-
togi et al., 2020), multi-domain, task-oriented
conversations between a human and a virtual
assistant. MultiWOz contains 8,434 pieces of
corpus covering 9 domains, while SGD consists
of 16,142 pieces of dialog sessions involving 16
domains.

B Implementation Details.

We adopt BERTbase (uncased) with default
hyperparameters in Huggingface Transformers
(Wolf et al., 2020) as the backbone transformer
encoder model. We pre-train and optimize
BERT-based models on one RTX 2080Ti GPU
and GTX TITAN X. The pre-training batch
size is 8. The learning rate for the BERT-
based model is 0.00003. The action decoder
of DaTrans is a linear layer with 400 output
units corresponding to the 400 action candi-
dates. Meanwhile, we set the discount factor γ
as 0.9. Besides, we apply the rule-based agent
from ConvLab (Lee et al., 2019) to warm start
the policy with 1000 dialog epochs.

C User Simulator

We leverage a public available agenda-based
user simulator (Zhu et al., 2020) setup on Mul-
tiWoz. During training, the simulator initial-
izes with a user goal and takes a system action
as input and outputs the user action with a
reward. The reward is set as -1 for each turn
to encourage short turns and a positive reward
(2 ·T ) for successful dialog or a negative reward
of −T for failed one, where T (set as 40) is the
maximum number of turns in each dialog. A
dialog is considered successful only if the agent
helps the user simulator accomplish the goal
and satisfies all the user’s search constraints.

D Human Evaluation

We further conduct a human evaluation to val-
idate the simulation results. We choose the
agents trained with 10000 epochs. Before the
test, all evaluators are instructed to interact
with the agents to achieve their goals. In each
session, a randomly selected goal and a ran-
dom agent are assigned to a user. They can

Table 2: The Human performance of different
agents. The evaluation is conducted at 10000
epochs in Figure 2(a) for all agents. Succ. de-
notes success rate.

Model Succ.↑

DaTransMWoz 0.68
BERTMWoz 0.58
BERT 0.46
DQN 0.00
JOIE-3 0.24

Figure 3: Sampled dialogue examples generated by
DaTransMWoz, BERTMWoz, BERT, DQN, JOIE3. The
grey boxes convey the queries from the users while
the blue boxes are the responses from the agents.
At the bottom of the boxes, we marked whether
the session is successful or not.

terminate the dialog if they think the session is
doomed to fail. At the end of each session, the
user is required to judge if the dialog is a suc-
cess or a failure. We collect 50 conversations for
each agent. The results are illustrated in Table.
2. We see that the human evaluation results
further convince the simulator evaluation.

E Case Study

To further explore the performance of the
agents after training, we randomly sampled
some real examples generated for a shared
restaurant goal. From the samples placed in
Fig. 3, some explicable clues are found. In this
example, BERTMWoz fails because it makes mis-
takes in the restaurant’s dialogue logic though
it recognizes the right domain. Besides, the
response involving “castle galleries” indicates
BERTMWoz suffers from disturbance from other
task Attraction. As for BERT and JOIE3, it
seems that the knowledge regarding restaurant
has not been mastered. Only DaTransMWoz sys-
tematically handles the issues by taking reason-
able actions.


