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Abstract

This paper describes our participation in the
Clickbait challenge at SemEval 2023. In this
work, we address the Clickbait classification
task using transformers models in an ensemble
configuration. We tackle the Spoiler Genera-
tion task using a two-level ensemble strategy of
models trained for extractive QA, and selecting
the best K candidates for multi-part spoilers.
In the test partitions, our approaches obtained
a classification accuracy of 0.716 for classifica-
tion and a BLEU-4 score of 0.439 for spoiler
generation.

1 Introduction

Clickbait is the name given to content whose pri-
mary purpose is to lure visitors to a web page.
Often, this content is designed to appeal to users
through sensationalism, aiming to affect their cu-
riosity. Once the user takes the bait, very often
contains a large text that has little to do with the
promised content in the Clickbait, and there are
only a few sentences that properly “answer” it. In
their work, (D. Molina et al., 2021) describes that
Clickbait texts rely on the cognitive phenomenon
known as Information Gap, consisting of alerting
the reader with some relevant information on the
text but leaving a gap in the reader’s knowledge
hence triggering its curiosity and the need to fill
this gap.

Although the purpose of clickbait is to appeal to
the reader’s curiosity and emotions, this can have
side effects as well. As stated in (Zhou, 2022),
clickbaits usually exaggerate headlines to attract
the attention of the audience ignoring completely
the fact that news should follow such as objectivity,
truth and fairness. This can mislead the readers
to have a wrong judgment of news events. The
Clickbait Challenge at SemEval 2023 (Fröbe et al.,
2023a) is a shared task whose objective is to de-
velop systems that, given a Clickbait and the con-
tent of its linked page, can classify the required

types of spoiler (task 1) and produce an adequate
spoiler (task 2).

There are examples of the use of automatic meth-
ods for detecting Clickbaits (Potthast et al., 2016;
Agrawal, 2016; Khater et al., 2018), in which they
aim to develop a system that can identify Clickbait
content and label it as such before it reaches the
user.

However, there is less research on systems for au-
tomatically “answering” Clickbaits. In their work,
Hagen et al. (2022) proposes “spoiling” the posts
by treating the problem as either a passage-retrieval
or a question-answering problem. They experimen-
tally found there is a significant difference in favor
of the question-answering approach. In the same
work, the authors compile the “Webis Clickbait
Spoiling Corpus 2022”, a dataset that consists of
5000 manually spoiled posts, and define three pos-
sible categories of spoilers: multi-part, passage,
and phrase.

In this work, we present our system for this
shared task. For task 1, we fine-tune multiple
RoBERTa models in a multi-task setting and multi-
ple RoBERTa models in a binary task setting. We
propose an attention neural ensemble architecture
where all our pre-trained models are automatically
weighted with attention mechanisms. For task 2,
we approach the problem as extractive question-
answering, we use an ensemble to improve the sta-
bility of the predictions given the relatively small
dataset. Our ensemble approach considers two
main aspects: (1) the use of different architectures,
(2) averaging different instances of the architecture
to improve stability, before extracting the final “an-
swer”. When evaluated in a validation partition,
this two-level ensemble yields an improvement of
around 11% when compared to a DeBERTa single
model, which serves as a baseline.

693



2 Background

2.1 Spoiler type classification.

The problem of classifying clickbait spoilers has
been addressed in different ways. (D. Molina et al.,
2021) describes some features that a text should
have to be potentially considered as clickbait such
as the usage of questions, positive and negative
superlatives, and modals.

In this work, we aim to automatically capture the
features that lead to classifying a spoiler into three
different types using Neural Networks models, es-
pecially state-of-the-art Transformers architectures.

Phrase spoilers are composed of a single word
or phrase from the linked article, passage spoil-
ers, include a set of –consecutive– sentences, while
multi-part spoilers, on the other hand, are com-
posed by several non-consecutive spoilers, making
them the hardest to spoil.

For the spoiler type classification problem, we
propose an ensemble architecture combining differ-
ent types of fine-tuned RoBERTa (Liu et al., 2019)
models trained to different tasks. As described
in (Hagen et al., 2022), the RoBERTa-large con-
figuration is a feasible approach for this problem,
outperforming other state-of-the-art Transformer
architectures. The advantage of using ensembles
instead of a single model is described in (Guzman-
Silverio et al., 2020), where a model ensemble
vastly improved the performance of a model for
aggressiveness detection in Twitter.

2.2 Clickbait spoiling as extractive QA.

The Clickbait spoiling task can be formulated as a
question-answering problem. This is done by train-
ing a model to predict the "start" and "end" tokens
of a given spoiler within a given web page linked
by the Clickbait, which in a question-answering
system is analogous to extracting the start-end to-
ken position of the answer in the context. However,
since this task is not a traditional extractive QA
problem, we must take into account two particu-
larities: (1) for QA tasks, the context given to the
BERT model is generally split into a couple of
chunks due to the length limitations of the model1.
In this case, the “context” is the concatenated ti-
tle and body of the linked article. Since these are
larger than common context sizes of extractive QA
datasets (such as SQuAD), we end up with more
chunks than the model was trained on, resulting

1For most language models, this limit is set to 512 tokens

in a more challenging setting. (2) The multi-part
spoilers are found in different parts within the same
context, this is challenging because extractive QA
models are designed to extract a single interval. Be-
cause of this, a tailored strategy is necessary for
these spoilers.

As noted by (Hagen et al., 2022), prior to fine-
tuning the models for the Clickbait-spoiling task,
we can take advantage of a language model that has
already been fine-tuned in a question-answering
dataset, such as SQuAD (Rajpurkar et al., 2016).
In their work, they use models trained for SQuAD
v1.1 due to the fact that we don’t expect to find
unanswerable Clickbaits. Nonetheless, we hypoth-
esize that using SQuADv2.0 which contains unan-
swerable questions is far better for our particular
application since for most examples the context
will have to be split into chunks due to its length,
thus, we want our model to discern chunks that
contain useful information from those who don’t.

Despite their performance, training large lan-
guage models with a corpus of rather small size
(5000) can lead to instability issues (Mosbach et al.,
2021). This motivated us to utilize ensembles as
a tool to assist in reducing these problems. By
averaging the start-end predicted probabilities of
several trained models, we effectively "smooth" the
output distribution of the predictions, which in turn
makes the predictions more robust.

Another factor is that the architecture and pre-
training corpus of the model may output predictions
biased to some degree, therefore, adding diversity
by ensembling different architectures can reduce
this. This can be done by computing scores for
spoiler candidates using several models and then
selecting the candidate with the highest score over-
all. A big advantage of this ensembling approach
compared to averaging probabilities is that it is ag-
nostic to the tokenizer. In our system, we utilize
these two approaches to make the most of the base
models.

3 System Overview

3.1 Spoiler classification

In this paper, we propose the attention neural
ensemble, an architecture consisting of different
RoBERTa-large (Liu et al., 2019) models trained
with multi-class and binary settings. The differ-
ent model configurations are then ensembled us-
ing an attention layer consisting of a Multi-Layer
perceptron (Rosenblatt, 1958) to obtain the final
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predictions. This proposal aims to capture general
features as well as specific features of each spoiler
type with the multi-class and binary settings and
then ensembling them to make a robust classifica-
tion.

The attention neural ensemble model proposed
in this work is illustrated in figure 1.

Figure 1: Attention Neural Ensemble for Clickbait
spoiler Classification

To this aim, we first perform a pre-processing
step over the input data (Hagen et al., 2022). From
the data given, we only consider the Clickbait text
and the Target Title, this last one consists of the title
of the text from which the spoiler is generated. To
standardize the input sequence length, we compute
the length of each one of the input texts using a
word tokenizer and truncate the size of the input
sentences to be 95% quantile of the distribution of
text lengths.

The first part of the classification pipeline pro-
posed in this work consists of an ensemble of mul-
tiple multi-class models. To this aim, we use the
RoBERTa-large (Liu et al., 2019) configuration.
The reason is its performance in the multi-class
classification task compared to smaller RoBERTa
configurations and different Transformers architec-
tures such as DeBERTa (He et al., 2020) and BERT
(Devlin et al., 2018). The weights of the different
model classification heads are randomly initialized.
Each model is fine-tuned using the weighted Cross-
Entropy as a loss function. The resulting logits are
then normalized with the softmax activation func-
tion. To ensemble multiple classification models,
we average these logits to obtain a final prediction.

Secondly, we combine different binary classifica-
tion models. To achieve this, we train one classifi-
cation model for each spoiler type (phrase, passage,

and multipart). Then, we extract the logits of the
positive class and combine them into a single vec-
tor that is normalized using a softmax activation
function resulting in a multi-class probabilities vec-
tor. The binary model trained for multi-part spoiler
classification is also used for spoiler generation.

Lastly, once the multi-class probability vectors
are generated, we use a neural network to obtain a
convex combination of the resulting vectors. The
resulting vector is used for the final classification.
This neural network corresponds to the attention
layer illustrated in Figure 1.

3.2 Ensemble of extractive-QA models for
spoiler generation

The main objective of the system is to generate
spoilers that successfully satiate the curiosity in-
duced by Clickbait, and we approach it as an extrac-
tive question-answering problem. During training
time, each model in the ensemble is fine-tuned
individually for the task of extractive question-
answering.

Once a model has been through the two fine-
tuning stages (SQuAD and then Clickbait-spoiling),
we can extract candidate spoilers from the start-end
probabilities generated by the model by assign-
ing scores to the N most probable start-end pairs
(spoiler candidates). Thus, for the inference stage,
we implemented a two-level ensemble setup that
takes advantage of several instances of architecture
to enhance stability, and different architectures to
provide variety in the predictions. As illustrated in
Figure 2, when an input sample enters the system
it passes through the two levels:

• The first level consists of several models of
the same architecture, which have their start-
end prediction logits averaged at a token level,
the goal of this level is to stabilize the perfor-
mance of these models. From the averaged
logits in this step, we can proceed to extract
a set of N-scored spoiler candidates from the
context.

• The second level performs a union of all the
sets of scored spoiler candidates provided by
the M first-level ensembles. Since this level is
agnostic to the tokenization procedure, it en-
ables ensembling architectures with different
tokenizers.

The pipeline returns a list of N×M scored spoiler
candidates per example. As shown in Figure 2, we
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describe the configurations built using this system
using the following notation: A first-level ensemble
of –for example– two DeBERTa models (D) would
be written as D2. A second-level ensemble of two
of the previous first-level ensembles would be writ-
ten as 2D2, or if the other first-level ensemble is
composed by a different architecture we would
write it as D2 + R2 (R stands for RoBERTa), we
use this notation in the results section, to describe
the different tested configuration as minimally as
possible.

Figure 2: Diagram of the ensemble system for Spoiler
Generation

Once the list of scored candidates has been gen-
erated, we must extract the best spoiler for each
example. In this part, we take advantage of the pre-
dictions from task 1: if a spoiler has been predicted
to be of type “passage” or “phrase”, we simply take
the candidate with the highest probability as the
spoiler.

For “multi-part” spoilers, we extract K differ-
ent spoilers from the candidates. This is done by
taking the candidate with the highest score from
the list and then setting its score (and the score of
every candidate that intersects with it) to a very
low value that disables it in the following iteration.
This process is repeated K times, resulting in K
non-intersecting spoilers retrieved from the spoiler
candidates.

The intuition behind this is that a model trained
for the extractive QA problem can output several
candidates with different confidence scores, we pre-
sume that the different parts of a multi-part spoiler
should be included in the list of scored spoiler can-
didates. In this work, we empirically select K as a
fixed integer, a better procedure for selecting this

quantity is left for future work.

4 Experimental Setup

The proposed systems were evaluated using the
training and validation partitions provided in the
competition: we found these partitions to be ad-
equately split since class proportions were simi-
lar between the validation and training sets. We
employ the same evaluation metrics used for the
shared task. For classification, we evaluate the
accuracy, and for spoiler generation, BLEU-4.

4.1 Training details for the classification
models

We used pre-trained models available in the Hug-
gingFace repository 2. In the pre-processing stage,
we consider a maximum length of quantile 95%
of the distribution of the lengths over the dataset
resulting in an input sequence length of 37 words.

For training, we set the batch size to 8, the op-
timizer used is AdamW (Loshchilov and Hutter,
2017) with a learning rate of 1e−5 and a weight
decay factor of 0.1. The multi-class models were
trained during 8 epochs whereas the binary models
were trained during 5 epochs.

To train the attention neural ensemble, we froze
all RoBERTa weights from the multiple models and
trained only the final attention layer for 2 epochs
with Adam (Kingma and Ba, 2014) optimizer with
a learning rate of 1e−4.

4.2 Training details for the spoiler generation
models

Based on the experimental results of (Hagen et al.,
2022), we use RoBERTa and DeBERTa as base
models for our approach. We used fine-tuned mod-
els available at the HuggingFace repository 3.

To increase the number of training examples for
our model, we split the “multi-part” examples into
individual “single-part” examples, this enlarged the
training set by around 44%. We only perform this
split in the training stage.

For training, we used an AdamW optimizer with
a learning rate of 1e−5 and a batch size of 8, fine-
tuning the models for 2 epochs. For both inference
and training, we set the maximum input length
to 512, with a stride –the number of tokens that
overlap between chunks– of 128. Since most of the

2Web page https://huggingface.co
3deepset/deberta-v3-large-squad2, deepset/roberta-large-

squad2, tli8hf/unqover-roberta-large-newsqa
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examples were longer than 512 tokens, the majority
of them were split into two or more chunks. The
maximum number of candidates per example was
set to N=40.

5 Results

5.1 Spoiler classification

To determine if different transformer architectures
are able to classify Clickbait spoilers accurately, we
conducted experiments evaluating different trans-
former configurations. We then examined if an
ensemble of a base model increases its classifica-
tion capability.

We tested different transformers architectures,
RoBERTa (Liu et al., 2019), BERT (Devlin et al.,
2018), and Deberta (He et al., 2020) for the spoiler
classification task. For this purpose, we fine-tuned
the models for the muli-class classification using
the smallest configuration available. In Table 1, we
show the performance of these models. We show
the results of fine-tuning the models five times with
different weights of initialization.

Model Mean Accuracy Min Accuracy Max Accuracy
RoBERTa (Liu et al., 2019) 70.0833 69.25 70.5
BERT (Devlin et al., 2018) 67.2 67 67.5
Deberta (He et al., 2020) 69.49 68.65 70.5

Table 1: Results for multi-class classification over the
validation dataset. It is worth noting that the RoBERTa
architecture yields the best results over the validation
dataset

Based on the previous experiments, we see that
the RoBERTa (Liu et al., 2019) configuration shows
better performance in multi-class spoiler classifica-
tion. Hence, this configuration is used in this work
for this task.

We evaluated different RoBERTa (Liu et al.,
2019) configuration sizes. The results shown in
Table 2 indicate that the large configuration of
RoBERTa improves significantly the performance
of the model.

Model Mean Accuracy Min Accuracy Max Accuracy
RoBERTAa base 70.08 69.25 70.5
RoBERTa large 73.44 73.25 73.75

Table 2: Model comparison between different RoBERTa
sizes

Lastly, we tested different proposals for multi-
class classification using the RoBERTa large (Liu
et al., 2019) configuration. The first one corre-
sponds to an ensemble of fine-tuned models for

multi-class classification. The second model corre-
sponds to a combination of three different binary
models trained to classify each one of the classes.
Finally, we evaluate the attention neural ensemble
used to obtain the results for task 1. The results
shown in Table 3 correspond to the evaluation of
the models tested over the validation dataset.

Model Mean Accuracy Min Accuracy Max Accuracy
RoBERTa large 73.44 73.25 73.75

MultiClass Ensemble 74.16 74.05 74.25
Binary Models Combination 73.5 72.37 73.95
Attention Neural Ensemble 74.37 74.25 74.53

Table 3: Results of the proposed models over the valida-
tion dataset

As we see from Table 3, the attention neural
ensemble showed a better performance compared
to the rest of the tested models. This model was
used to submit results for the challenge.

5.2 Spoiler generation
To assess how much we could improve perfor-
mance for clickbait spoiling by scaling the two-
level ensemble through different combinations of
base models (which serve as a baseline) we ex-
perimented with several configurations (see Table
4). We ran these experiments were run with K=3,
and observed that there is an important increase in
performance by combining different architectures.
Specifically, ensembling models in a two-level fash-
ion achieve an important increase in BLEU-4 for
passage and phrase spoilers, we can also notice
that scaling the ensemble to a large number of mod-
els can improve performance for up to 9.5% (best
ensemble compared to DeBERTa Baseline).

Thus, we selected 3D2 + 2R2 + RN as our
model4 to submit. Although we observed a per-
formance decrease in the BLEU-4 multi-part, we
expected that adjusting the value of K could im-
prove performance in this type of spoiler.

We empirically determine the best value for K,
by evaluating the BLEU-4 performance of ensem-
ble 3D2 + 2R2 + RN using different values of
K (See Figure 3). We observe that increasing K
does improve the performance by an important de-
gree (around 161%), this suggests that (1) using the
multipart predictions of task 1 does improve per-
formance in these spoilers, and (2) the framework

4Specifically, this configuration has three first-level ensem-
bles of 2 DeBERTas trained on SQuAD 2, two first-level en-
sembles of 2 RoBERTas trained on SQuAD 2, and a RoBERTa
trained on NewsQA, all of these first-level ensembles generate
a list of candidates from which the spoiler is retrieved, at the
second level of the ensemble
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of extracting candidates by scores is adequate for
the task. From our experiments, we conclude that,
for the validation set, k=5 yields the best results
overall.

System BLEU-4 BLEU-4 passage
D (baseline) 43.80.79 33.361.85
R 43.130.81 30.821.19
D2 43.85 33.87
R2 44.24 32.73
D6 +R4 45.40 34.27
D2 +R2 45.33 34.32
D6 +R4 +RN 45.85 34.40
3D2 + 2R2 46.20 35.04
D2 +R2 +RN 45.13 32.57
2D2 + 2R2 +RN 46.71 34.91
3D2 + 2R2 +RN 46.85 35.06

BLEU-4 phrase BLEU-4 multipart
D (baseline) 62.480.18 23.691.26
R 63.671.27 22.731.35
D2 62.16 23.42
R2 64.02 23.79
D6 +R4 65.48 23.40
D2 +R2 64.77 24.60
D6 +R4 +RN 66.57 23.10
3D2 + 2R2 66.74 23.21
D2 +R2 +RN 66.61 23.10
2D2 + 2R2 +RN 68.37 22.52
3D2 + 2R2 +RN 68.47 22.77

Table 4: Results of different configurations on the vali-
dation set. D and R stand for DeBERTa and RoBERTa
respectively (fine-tuned on SQuAD v2), and RN stands
for RoBERTa fine-tuned on NewsQA. The results of the
single models (first two rows) that serve as a baseline,
are the mean and standard deviation of 4 models.

Figure 3: BLEU-4 (multi-part) in the validation set
using different values of K

5.3 Results of the submitted system

Based on the results of the validation set, we trained
models using full training, and validation sets used
the same configuration as the best systems in the
validation set. For spoiler generation, we used a
2D3 + 2R2 +RN ensemble with K = 5. In Table
5 we can observe the final results of our submis-
sion in the test set and their performance compared
to the mean of all participants. Our proposed sys-
tem obtained a significantly greater performance in

both subtasks when compared to the average perfor-
mance of all participants. For task 1, we achieved
the highest F1 score in detecting phrase spoilers.
Furthermore, the two-level ensemble system used
for task 2 ranked among the top 3 submissions
and obtained the highest BERT score for extract-
ing phrase spoilers. These results were submitted
using the TIRA platform (Fröbe et al., 2023b) for
evaluation.

Result Participant’s average
Subtask 1 (balanced accuracy) 0.716 0.667
Subtask 2 (BLEU - 4) 0.439 0.311

Table 5: Comparison of the results obtained from our
submissions and the average results obtained by the par-
ticipants. We see that our proposals obtained a higher
result than the average result showing the strengths of
our proposals as spoilers classifiers and spoiler genera-
tors.

6 Ethical Issues

The creation of an automatic system capable of
classifying the spoiler type and generating a spoiler
from a query and a web page may help to reduce
the amount of time a person spends trying to fill the
information gap generated by the clickbait. How-
ever, entirely relying on an automatic system may
generate another information gap as well by retriev-
ing an incomplete answer, and more importantly,
if the system fails to retrieve the correct informa-
tion, the result can mislead the reader to rely on
fake information. To avoid these issues, a more
robust automatic spoiler generation system must be
designed to retrieve a correct and complete answer
independent of the spoiler type and particular text
features.

7 Conclusion

This paper described our participation in the Click-
bait Challenge at SemEval 2023. Our results
demonstrate that ensembling techniques yield a per-
formance increase in both classification and spoiler-
generation tasks compared to baseline models.

For classification, we empirically demonstrate
that the combination of different classification mod-
els improves accuracy by an important degree com-
pared to just fine-tuning a single model.

For the clickbait-spoiling task, we note that the
two-level ensemble configuration produces ade-
quate results by addressing the issues of stability
and bias of the base models. Furthermore, the ap-
proach taken on multipart spoilers of taking a set of
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potential candidates produces better spoilers com-
pared to only taking the best candidate. A dynamic
selection of the K parameter depending on the con-
text is left for future work.

In conclusion, our approach based on ensembles
for both tasks successfully robustly tackles them,
resulting in adequate results compared to baseline
models.
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