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Abstract

The subtle human values we acquire through
life experiences govern our thoughts and gets
reflected in our speech. It plays an integral
part in capturing the essence of our individu-
ality and making it imperative to identify such
values in computational systems that mimic hu-
man actions. Computational argumentation is a
field that deals with the argumentation capabili-
ties of humans and can benefit from identifying
such values. Motivated by that, we present an
ensemble approach for detecting human val-
ues from argument text. Our ensemble com-
prises three models: (i) An entailment-based
model for determining the human values based
on their descriptions, (ii)) A Roberta-based clas-
sifier that predicts the set of human values from
an argument. (iii) A Roberta-based classifier to
predict a reduced set of human values from an
argument. We experiment with different ways
of combining the models and report our results.
Furthermore, our best combination achieves an
overall F1 score of 0.48 on the main test set.

1 Introduction

Human values (Searle, 2003) play an integral role
in determining how and why people react and
respond to events in a particular way (Schwartz,
1994). We acquire them throughout our lifetime,
and they largely govern our actions and manifest
through our arguments. They play a significant role
in defining our individuality and show a glimpse
of our inner self by revealing our belief system.
Motivated by why people reason and respond in a
certain way, we present computational models ca-
pable of automatically identifying such perceivable
values from argument text.

Given a set of 20 human value categories, the
task (Kiesel et al., 2023) comprises classifying the
most likely value categories from textual arguments
in English. Our approach includes an ensemble
comprising three models: (i) An entailment-based
model for determining the human values based on

their descriptions, (ii) A Roberta-based classifier
that predicts the set of human values from an ar-
gument. (iii) A Roberta-based classifier to pre-
dict a reduced set of human values from an argu-
ment. Compared to standard classification-based
approaches like models (ii) and (iii), we observe
superior results from the entailment-based model.
We experiment with different ways of combining
the models!, attaining an overall F1 score of 0.48
on the main test set, which is an improvement over
the baseline of 0.42.

2 Background

We used the standard training, validation and test
splits of the shared-task dataset (Mirzakhmedova
et al., 2023) in English, which is based on the
Webis-ArgValues-22 dataset (Kiesel et al., 2022).
The dataset comprises 9,324 arguments (5,393
train, 1,996 validation, and 1,935 test) from 6 di-
verse sources, covering religious texts, political dis-
cussions, free-text arguments, newspaper editorials
and online democracy platforms. Each argument is
manually annotated for 20 human value categories
(L2) spanning 54 human values (L.1). Given a tex-
tual argument and a human value category, the task
involves classifying whether an argument draws on
that category.

3 System Overview

Our implementation comprises an ensemble of
three models, where a primary model performs tex-
tual entailment and two secondary models perform
classical text classification.

3.1 Textual Entailment Model

Although the task constitutes identifying human
value categories (L2) from argument text, the
dataset also contains finer human values (L1) and

'We release our code here: https://github.com/sougata-
ub/semeval_2023_rudolf_christoph_eucken

660

Proceedings of the The 17th International Workshop on Semantic Evaluation (SemEval-2023), pages 660—663
July 13-14, 2023 ©2023 Association for Computational Linguistics



Entailment Model Preds

Probability

Pre-train Roberta-base on the >= 0.8 Filter

Multi-NLI dataset with label =
1 for entailment, 0 otherwise.

<

Finetune on the augmented
shared-task dataset.

20

T

Append

<

: Result Set 2

Result Set 1

¢S

Baseline Classifier Preds
Finetune Roberta-base
on the original
shared-task dataset.

Append

.

Reduced Classifier Preds

Finetune Roberta-base
on the original
shared-task dataset
with merged L2
categories.

g

Intersection

L

Figure 1: Ensemble Prediction Pipeline.

their textual descriptions. For example, the value
category ‘Self-direction: thought’ represents the
values ‘Be creative’, ‘Be curious’ and ‘Have free-
dom of thought’. Each value is described by a set of
sentences explaining what it means to possess such
a human value. For example, ‘promoting imagi-
nation’ and ‘being more creative’ are two of the
several descriptors for the value ‘Be creative*. We
implement an entailment-based model for identi-
fying the value descriptors that an argument text
entails. We transform the dataset conducive for
textual entailment by creating argument and value
descriptor pairs with its binary L1 label as the tar-
get to train our entailment-based model. We report
the predictions aggregated at the L2 level.

Figure 2 illustrates our entailment dataset cre-
ation pipeline. Each example comprises an argu-
ment and value description pair and a binary label
for entailment. The argument text is created by con-
catenating the premise, stance, and conclusion. The
description text is created by prepending a value de-
scriptor with its L1 label and the keyword ‘by’. We
yield N positive and N negative entailment exam-
ples for an argument, where N is the total number
of value descriptors across all its positive L1 labels.
Further, the N negative examples comprise equal
proportions of ‘easy’ and ‘difficult’ samples, where
a ‘difficult’ descriptor belongs to the same value
category and different value, whereas an ‘easy’ de-
scriptor is randomly sampled from a distinct value
category altogether. The entailment dataset com-
prises 187,058 training and 65,900 validation pairs,
which we use to train a Roberta-based (Liu et al.,
2019) entailment model.

We follow a two-phased approach for training
the entailment-based model. First, we pre-train
Roberta-base on the MultiNLI (Williams et al.,
2018) dataset. For our purpose, we binarize the
labels by assigning 1 to the entailment class and
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Figure 2: Textual Entailment Dataset Creation Pipeline.

0 otherwise. We train the model for one epoch
using mini-batches of 32 examples and a learn-
ing rate of le-5. The model is optimized us-
ing AdamW (Loshchilov and Hutter, 2017) and
achieves a macro F1 score of 0.91 on the combined
standard validation splits (validation matched and
validation mismatched). Finally, we fine-tune the
resultant model on our curated entailment dataset
to engender the final model. We use the same set-
tings as pre-training and achieve a macro F1 score
of 0.79 on our validation split.

3.2 Textual Classification Model

We create argument texts as previously discussed,
and train two variants of Roberta multi-label clas-
sifiers for directly predicting the perceivable value
categories: (i) Baseline Classifier: We use the orig-
inal 20 value categories as the target variable. (ii)
Reduced Classifier: We split value category labels
using ‘> as the delimiter and combine the value
categories starting with the same prefix, yielding
a set of 12 classes. For example, the classes ‘Self-
direction: thought’ and ‘Self-direction: action’ are
combined into one class as ‘Self-direction’. Lever-
aging Roberta-base as the base model, both clas-
sifiers uses a linear layer for predicting the target
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Main

Best per category .59 .61 .71 .39 .39 .66 .50 .57 .39 .80 .68 .65 .61 .69 .39 .60 .43 .78 .87 .46 .58

Best approach 56 .57 71 .32 .25 .66 47 .53 .38 .76 .64 .63 .60 .65 .32 .57 43 .73 .82 .46 .52

BERT 42 44 55 .05 20 .56 .29 44 13 .74 59 43 47 23 07 46 .14 .67 .71 .32 .33

1-Baseline 26 .17 40 .09 .03 41 .13 .12 .12 .51 40 .19 .31 .07 .09 .35 .19 .54 .17 22 .46

Result Set 1 47 40 .60 .20 .23 .60 .41 49 .25 .70 .57 .61 .50 .46 .14 49 24 .71 .80 .20 .37

Result Set 2 48 .39 .62 20 .23 .61 43 48 .25 .70 .57 .62 54 46 .13 49 24 71 .80 .26 .43

Result Set 3 .33 .38 .36 .20 .07 .26 .07 .37 .15 .51 .11 .09 .19 .09 .13 49 .23 .71 .80 .20 .36

Result Set 4 48 .40 .60 .20 .23 .60 .41 48 .25 .70 .57 .61 .51 .46 .13 49 24 71 .80 .26 .42

Table 1: Achieved F;-score of team rudolf-christoph-eucken per test dataset, from macro-precision and macro-recall
(All) and for each of the 20 value categories. Approaches in gray are shown for comparison: an ensemble using the
best participant approach for each individual category; the best participant approach; and the organizer’s BERT and

1-Baseline.

classes from the pooler output. We train both mod-
els for 30 epochs with mini-batches of 64 examples
and a learning rate of 2e-5. We use AdamW as the
optimizer and stop training if the validation loss
doesn’t improve for 4 epochs.

4 Experimental Setup

Using each of the three models independently, we
perform predictions on the standard shared-task
validation and test sets. Illustrated in Figure 1,
we combine the independent results using the fol-
lowing four schemes to generate the final set of
predictions: (i) Result Set 1: Using the entailment
model, we predict on the test set. We compare each
example with all the value descriptors to check
for entailment and filter out predictions less than
probability 0.8. We report the value categories of
the final value descriptors. (ii) Result Set 2: To
increase the system’s recall, we append the test
set predictions from the baseline classifier with
the result set 1. (iii) Result Set 3: Contrary to
result set 2, here we try increasing the system’s
precision by reporting only the intersecting labels
between the result set 1 and the reduced classifier
predictions. (iv) Result Set 4: For each test set
example, we first compute the intersecting labels
from the baseline and reduced classifier predictions
and append with the result set 1. Across all runs,
we use TIRA (Frobe et al., 2023) as the evaluation
platform. We compute and compare overall and

value category-wise F1, precision, and recall for
the standard validation and test sets.

5 Results

We report our test set results in Table 1. Although
our system falls short of the best approach, it
performs significantly better than BERT and 1-
Baseline, achieving a leaderboard position of 17th
out of 41 teams in TIRA. As depicted in Table
2, compared to only classification-based systems
(Baseline and Reduced), the entailment-based ap-
proach independently yields superior validation re-
sults. Hence, we used the entailment-based model
output as our base result set (Result Set 1) and
leveraged the classification-based model outputs
to improve the entailment-based results. As in-
dicated in Table 1, we observe that appending
the classification-based results enhances the per-
formance on the test set (in Result Set 2 and 4),
whereas filtering out the entailment-based results
based on the classification results (in Result Set 3)
hampers performance.

Model F1 Precision Recall
Textual Entailment 0.49 0.44 0.56
Baseline Classifier 0.39 0.56 0.30
Reduced Classifier 0.26 0.17 0.53

Table 2: Overall model comparison on validation set.

We reason that since models like Roberta use
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large data samples for training, they learn to encode
the semantics better: They can discern the mean-
ing of an argument and associate it with the value
descriptions. Furthermore, Roberta is pre-trained
using the next-sentence prediction task and can as-
sociate relationships between sentence pairs. On
the contrary, since classification-based approaches
require learning domain-specific relationships, they
are bottlenecked by the volume of the available
training data. Hence, an ensemble approach such
as Result Set 2 and 4 leverages the best of both
scenarios and yields the best results.

6 Conclusion

Computational models for automatic detection of
human values from arguments is a nascent yet cru-
cial research direction for enabling purposeful ar-
gumentation systems. Here we present an ensem-
ble comprising entailment and classification-based
models for detecting human values from argument
text. We experiment with different ways of com-
bining the model outputs and attain an overall F1
score of 0.48 on the main test set, which signifi-
cantly improves the baseline.
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