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Abstract

This paper presents the best-performing solu-
tion to the SemEval 2023 Task 3 on the sub-
task 3 dedicated to persuasion techniques de-
tection. Due to a high multilingual character
of the input data and a large number of 23 pre-
dicted labels (causing a lack of labelled data
for some language-label combinations), we
opted for fine-tuning pre-trained transformer-
based language models. Conducting multi-
ple experiments, we find the best configura-
tion, which consists of large multilingual model
(XLM-RoBERTa large) trained jointly on all
input data, with carefully calibrated confidence
thresholds for seen and surprise languages sep-
arately. Our final system performed the best
on 6 out of 9 languages (including two surprise
languages) and achieved highly competitive re-
sults on the remaining three languages.

1 Introduction

The subtask 3 of the SemEval 2023 Task 3 aims
at identifying persuasion techniques. The task is a
multi-label one, where a model is required to iden-
tify which of the 23 persuasion techniques (e.g.,
an appeal to authority) are present in a given para-
graph. The paragraphs are obtained from articles
in 6 languages (English, French, German, Italian,
Polish, and Russian) collected between 2020 and
mid 2022, revolving around widely discussed top-
ics such as COVID-19, climate change, abortion,
migration etc. Media sources are both mainstream
and alternative news and web portals. Furthermore,
the model is tested on 3 surprise languages (Greek,
Georgian, and Spanish), for which labeled training
data were not available. The importance of the task
is eminent — automatically detected persuasion
techniques can be utilized as credibility signals to
assess content credibility and thus also to improve
disinformation detection. The detailed description
of the task is available in (Piskorski et al., 2023).
In this paper, we propose a multilingual system,
consisting of a single model tackling all languages.

Our main strategy is to fine-tune a large pre-trained
transformer-based language model. To find the best
performing system, we experimented with differ-
ent language models (and finally opted for XLM-
RoBERTa large due to its performance), hyper-
parameter tuning as well as confidence threshold
calibration by changing the threshold for prediction
in the multi-label classification. We also simulated
the zero-shot setting on the training data to adjust
the confidence threshold and better estimate the per-
formance of our model on the surprise languages.
Furthermore, we experiment with additional con-
figurations, such as translating the data to a single
language (English) and using it to fine-tune a mono-
lingual model, applying various text pre-processing
strategies, or layer freezing. However, these config-
urations did not lead to improvements.

Although our system is based on a rather sim-
ple concept, it still achieved exceptional results.
We ranked 1st for 6 languages (Italian, Russian,
German, Polish, Greek and Georgian), 2nd for the
Spanish, 3rd for the French and 4th for the English
language. In the zero-shot setting introduced by
unseen languages, our system also performs excep-
tionally, achieving the best performance on two
languages (Greek and Georgian) and second on the
remaining unseen language (Spanish).

Based on our experiments and official ranking
on the test set, we make the following observations:

1. Combination of a high number of predicted
classes and multiple languages (including sur-
prise ones) results in a lack of labeled data,
which significantly limits the potential of
training multiple monolingual models. Fur-
thermore, even though monolingual models
trained on all data translated into English lan-
guage often achieve state-of-the-art or compa-
rable performance on other multilingual tasks,
in this case they are outperformed by the sin-
gle multilingual models trained on all data.
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2. Since detecting the presence of persuasion
techniques is a complex task (even for hu-
mans), the larger models perform significantly
better. We also recognized the importance
of calibrating the confidence thresholds (for
seen and unseen languages separately). At the
same time, interestingly, many model config-
urations (pre-processing, layer freezing, etc.)
did not improve model performance.

3. Even though F1 micro score is the decisive
metric in the subtask, we can see a significant
difference between F1 micro and macro scores
in some of the languages. Similar trend is fol-
lowed throughout the results of other teams as
well. This difference indicates, that our sys-
tem focuses on the majority classes and strug-
gles with classifying some of the more scarce
persuasion techniques within the dataset.

Together with the system description, we also
release its source code', as well as the fine-tuned
model used for submitting the final results?.

2 Background

The train and dev sets provided by the organizers
consisted of 26 663 samples in 6 languages. Each
sample consist of a paragraph of news article and
zero, one or multiple persuasion techniques (out
of 23 possible classes) present in such a paragraph
(with the exact span identified). By performing
exploratory data analysis of the provided dataset,
we observed a high data imbalance in both classes
(persuasion techniques) as well as languages (some
combinations of classes and languages contain no
samples at all) - see Appendix A.

The research on the computational propa-
ganda/persuasion techniques detection is still in
its early stages, despite its potential importance
and utilization for credibility evaluation or disinfor-
mation detection (Martino et al., 2020). Many ex-
isting works closely relate to the SemEval tasks in
2020 (Da San Martino et al., 2020a) and 2021 (Dim-
itrov et al., 2021), which preceded the current Se-
mEval 2023 Task 3. The approaches evolved from
a simple binary classification of propaganda being
present in a document (Barrén-Cedefio et al., 2019),
through a fine-grained detection of 18 propaganda

"https://github.com/kinit-sk/
semeval2023-task3-persuasion-techniques

https://huggingface.co/kinit/
semeval2023-task3-persuasion-techniques

techniques (Da San Martino et al., 2019, 2020b) to
detection of 23 persuasion techniques introduced
in this task. Moreover, while the methods proposed
so far are trained solely on monolingual data, the
introduced multilingual data allows to research true
multilingual approaches.

3 System Overview

The main principle used for development of our
system is fine-tuning of a large language model
using the data provided within the SemEval task.
In similar fashion to other fine-tuning approaches,
we add a classification layer at the end of the pre-
trained model, while also including a dropout layer
to prevent overfitting. As input, the language model
takes the paragraph, potentially truncated if its
length is higher than the maximum input size. No
other processing of input is performed (i.e., we are
working on paragraph level only). As the task is a
multi-class multi-label problem, the predicted out-
put label is not determined based on the maximum
probability, but instead by specifying a confidence
threshold. All classes that have their probability
higher than this confidence threshold are predicted
as output label.

To develop the best configuration of the language
model fine-tuning solution, we performed multiple
experiments that can be organized into following
five steps (which are summarized in Figure 1):

1. Candidate Model Selection, where we explore
the behaviour of both monolingual and multi-
lingual language models on the task, selecting
the best performing ones;

2. Exploration of Multilinguality Strategies,
where we compare the best monolingual and
multilingual model, and their ensemble;

3. Confidence Threshold Calibration, where we
determine the best confidence threshold for
both seen languages and surprise languages;

4. Selection of Preprocessing Strategies, where
we investigate the benefits data preprocessing;

5. Layer Freezing, where we try different fine-
tuning strategies based on what portion of the
model is frozen.

The final solution utilizes a single multilingual
model fine-tuned on all languages at once, with
slightly lowered confidence threshold, with no pre-
processing and no layer freezing.
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Figure 1: We perform multiple experiments to determine the best configuration for our solution. The performance-
improving approaches (denoted in bold) are used in the final solution.

3.1 Candidate Model Selection

In the first step, we select the best performing fine-
tuned language models separately for monolingual
and multilingual models.

At first, the use of monolingual language model
has previously shown an exceptional performance
even in multilingual setting, where data from non-
English languages were translated to English lan-
guage (Pikuliak et al., 2023). Naturally, machine
translation, as a specific transfer paradigm for cross-
lingual learning (Pikuliak et al., 2021), may intro-
duce some level of noise and thus break the re-
quired correspondence between the original and
translated sample (which plays an important role
in persuasion techniques detection, since it is espe-
cially sensitive to the used wording). At the same
time, such approach may potentially better deal
with the limited labeled data available for some lan-
guages, and even with the zero-shot setting intro-
duced by the surprise languages. Therefore, despite
some potential noise introduced by the translation,
we decide to explore the behaviour of monolin-
gual models for this task by translating all avail-
able data (using Google Translate API) to a single
high-resource language (English) and training a
monolingual model on such translated data. The
monolingual models we experiment with are BERT
(base) (Devlin et al., 2019) and RoBERTa (base
and large) (Liu et al., 2019).

On the other hand, the multilingual models pro-
vide us with an option to train a single model for all
the languages, increasing the amount of available
training data. However, multilingual models may
lack language-specific understanding required for
the complex persuasion technique detection and
thus they may not potentially perform as good as
the monolingual models. The multilingual models

we experiment with are mBERT (base) and XLM-
RoBERTa (base and large) (Conneau et al., 2019).

3.2 Multilinguality Strategies

In this step, the monolingual, multilingual and en-
semble strategy are compared to determine which
one is better for persuasion technique detection.
Namely, we compare the best performing monolin-
gual model (RoBERTa large), the best performing
multilingual model (XLM-RoBERTa large) and
their ensemble. The assumption is that the ensem-
ble may exploit the strengths of the combination
of translation and monolingual models to deal with
the zero-shot setting; and the flexibility of the mul-
tilingual model to work with all languages at the
same time without a loss of information due to
translation. In the ensemble, the predicted output
labels from both models are merged together (con-
catenated) to provide a final prediction.

3.3 Confidence Threshold Calibration

In the third step, we perform experiments to deter-
mine the best confidence threshold for predicting
output classes — the probability threshold after
which the specific class is considered to be the out-
put label for the specific sample. For example, if
the threshold is set to 0.2, all classes with predicted
probability of at least 0.2 are assigned as predicted
labels. To determine the optimal threshold, we
use the fine-tuned best-performing monolingual,
multilingual model, as well as their ensemble and
evaluate their performance on different threshold
values. In addition, to determine how our solution
will perform on the surprise (unseen) languages, we
simulate the zero-shot setting. We randomly select
two languages from the training ones as surprise,
train all three models on the remaining languages
only and use the data from the selected languages
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only for evaluation. In this way, we are able to bet-
ter estimate the confidence threshold when working
in zero-shot setting on the test set.

Another possibility for the calibration would be
to calibrate the confidence threshold for each in-
dividual language and class. Although this would
improve the performance of the evaluated models
on the available data, we believe it would lead to se-
vere overfitting to the distribution of classes on the
individual languages and negatively affect the gen-
eralizability of our models. Therefore, we opted
to pursue the calibration strategy as described in
the previous paragraph (single overall calibration
for all classes and languages at the same time, with
simulated zero-shot setting).

The comparison of all three models for the anal-
ysed spectrum of confidence thresholds, also allow
us to select the final best-performing model, which
is used in the next experiments.

3.4 Preprocessing Strategies

In this step, we explore whether preprocessing the
data, by removing any potential noise in it, is help-
ful. To determine the impact of preprocessing, we
compare the best-performing model with the al-
ready calibrated confidence threshold on the pre-
processed data and compare its performance on
data without preprocessing. The preprocessing
strategies we use are: 1) normalizing white space
and punctuation (e.g., reducing multiple punctu-
ation characters to one); and 2) replacing emails,
URLSs, emojis and hashtags with a placeholder text
indicating the specific object (e.g., replacing a spe-
cific URL with a generic placeholder “{url}”). We
do not evaluate the preprocessing separately, but
instead evaluate the model trained on data prepro-
cessed using all strategies at the same time.

3.5 Layer Freezing

In the final step, we explore the different layer freez-
ing strategies that can be used during fine-tuning of
language models. We compare the best-performing
model on following two strategies: 1) no freezing -
default setting, where all the layers are fine-tuned
(represents the highest level of specialization in the
model, as also the layers responsible for generating
representations are fine-tuned, but may be more
sensitive to overfitting); 2) pretrained layers freez-
ing - in this setting, we freeze 80% of the pretrained
layers and only fine-tune the rest, along with the
classification layer (represents a lower level of spe-
cialization, mainly in the feature representation).

4 Experimental Setup

The only data we use for our system is the official
dataset provided for the task (Piskorski et al., 2023).
We also use the default training-development split
provided for the task. During the development of
our solution, we use the development set only for
evaluating the different steps and experimental con-
figurations. For the final submission, the language
model is fine-tuned on both sets of data. For evalu-
ation purposes we use the F1 micro score, which is
the default for this subtask, even though it empha-
sizes the majority classes over the minority ones.

The different pretrained language models used
in our system are chosen from the ones available
at Hugging Face. We use the PyTorch deep learn-
ing library, version 1.13.1. We have also created a
custom pipeline for efficient combining paragraphs
and their labels from all articles into a single object,
for running all the preprocessing and data transla-
tion, and the training of the models.

For each language model, we add a dropout layer
with dropout rate of 0.3, followed by a classifica-
tion layer with output size of 23 (one per persuasion
technique). Before all the experiments, we perform
a hyperparameter optimisation for each language
model, mainly focusing on the number of epochs,
batch size and learning rate. As starting point for
the hyperparameters, we use the values that were
determined to perform well in related work (e.g.,
(Zhang et al., 2021; Mosbach et al., 2021)) and
then searched close to these values. The best hy-
perparameters used for all the language models are:
batch size of 16, ADAM optimizer with 1le — 05
learning rate and fine-tuning for 5 epochs with early
stopping using cross-entropy loss.

5 Results

The results from the different configurations of
our solution are presented in Table 1. We can ob-
serve that the larger language models achieve sig-
nificantly better performance on the task, both in
monolingual setting with translated data (RoBERTa
base achieving 26.77% F1 micro compared with
ROBERTa large achieving 40.38%) and in mul-
tilingual setting (XLM-RoBERTa base achiev-
ing 34.45% and XLM-RoBERTza large achieving
45.09%). In addition, the multilingual setting out-
performs the monolingual with translated data.
Both of these results can be explained by the com-
plexity of the task, which needs more complex rep-
resentation provided by the large architectures. At
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Table 1: Results of different experimental configurations, grouped by the experiment steps (as illustrated in Figure
1). The comparison between monolingual models that utilize translation is provided in the first step (denoted
as Monolingual Model Selection). The comparison between multilingual models is presented in the second step
(denoted as Multilingual Model Selection). The best performing models from the first two steps are ensembled and
the comparison of this ensemble with the original models is presented in the step 3 (denoted as Multilinguality
Strategies). The performance of these 3 models on their individual best confidence threshold (which is same for all
models) is presented in the step 4 (denoted as Confidence Threshold Calibration). For the best performing model
from the step 4 (XLM-RoBERTa large with threshold set as 0.29), we report the impact of applying preprocessing
strategies (Preprocessing) and freezing of 80% of the pretrained layers (Layer Freezing).

Experiment step Configuration F1 micro (%) F1 macro (%)
Monolingual Model BERT (base) 20.21 7.24
Selection RoBERTa (base) 26.77 5.98
Section 3.1 RoBERTa (large) 40.38 15.86
Multilingual Model mBERT (base) 22.06 5.02
Selection XLM-RoBERTa (base) 34.45 13.64
Section 3.1 XLM-RoBERTa (large) 45.09 22.36
Multilinguality Strategies Ensemble (RoBERTa large + XLM-RoBERTx large) 47.66 23.99
Section 3.2

Confidence Threshold RoBERTa (confidence threshold 0.29) 45.77 21.88
Calibration XLM-RoBERTa (confidence threshold 0.29) 48.65 27.46
Section 3.3 Ensemble (confidence threshold 0.29) 48.15 27.31
Prep'rocessing XLM-RoBERTza, threshold 0.29, 2 preprocessing strategies 48.31 25.83
Section 3.4

Layer Freezing XLM-RoBERTa, threshold 0.29, 80% freeze 36.44 10.57
Section 3.5

the same time, the nuances needed to correctly de-
tect the persuasion techniques may be lost in trans-
lation. However, we can see that both monolingual
and multilingual models have their own strengths
and weakness, as their ensemble produces the best
results overall.

We can also observe significant impact of the
confidence threshold calibration. Although the en-
semble of monolingual and multilingual models
performs best without the calibration, the multi-
lingual model quickly outperforms the ensemble
when the best confidence threshold is used for all
models (confidence threshold of 0.29).

Finally, we observe that impact of preprocess-
ing has negligible impact on the overall perfor-
mance, achieving similar, although slightly lower
F1 score. On the other hand, the different layer
freezing strategies have significant negative effects
on the model, lowering the performance by ~ 12%.

5.1 Confidence Threshold Calibration

The results of the confidence threshold calibration
for the XLM-RoBERTa large model in both the
default setting (where all languages are seen during
training) and zero-shot setting (where some lan-
guages are unseen during training) are presented in
Figure 2. The detailed results for specific languages

and for other models are included in Appendix B.

We observe a significant effect of the calibration,
with the performance being significantly higher
when lowering the threshold. However, this in-
crease can be observed only to a certain point, after
which the performance starts to go down again.
The best performing confidence threshold for all
models is 0.29 in the default setting. Changing
this threshold also has a significant impact on what
model can be considered best. At higher thresholds,
the ensemble of monolingual and multilingual mod-
els outperforms all others, while at lower values
the multilingual model becomes better.

Finally, the best confidence threshold for the
zero-shot setting is lower than in the default setting.
Instead of the 0.29, the value of 0.25 appears to be
the best one. This change can be explained by the
lower availability of data in this setting, making the
models less confident in their predictions.

5.2 Final Submission

The final submission was done using the XLM-
RoBERTa large model, trained on the training and
development set, using the 0.30 confidence thresh-
old for seen languages and 0.28 confidence thresh-
old for the unseen languages (due to lower confi-
dence observed in confidence threshold calibration
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Figure 2: Results (aggregated across languages) from
calibrating the confidence threshold for the XLM-
RoBERTa (large) model for both the default setting
and zero-shot setting.

Table 2: Results of our system from final submission. A
specifies the difference of our results to the best, or the
second best (in case we places in the first place) system.
The last three languages (Spanish, Greek and Georgian)
had no training data.

Language F1 micro (%) Rank A

English 36.157 4 -1.405
Italian 55.019 1 +1.140
Russian 38.682 1 +0.901
French 43217 3 -3.652
German 51.304 1 +0.351
Polish 43.037 1 +0.857
Spanish 38.035 2 -0.071
Greek 26.733 1 +0.252
Georgian 45.714 1 +4.361

experiments). Both thresholds are purposefully
slightly higher than the best ones found in the ex-
periments, as we expect that training the model on
both available data sets will make it also slightly
more confident. The official results from the test
set are presented in Table 2. Based on the achieved
results, our system ranked 1st for 6 languages (Ital-
ian, Russian, German, Polish, Greek and Georgian),
2 of which are languages without any training data
(Greek and Georgian), 2nd for the Spanish, which
is the final unseen language, 3rd for the French and
4th for the English language.

6 Conclusion

In this paper, we have presented the implementa-
tion of the solution proposed by KInIT VeraAl team
for the subtask 3 within the SemEval 2023 Task
3. Our rather simple, yet powerful, solution uti-
lizes fine-tuning of multilingual language model.

In a challenging multi-label task with 23 classes, it
achieves very promising performance (F1 micro) of
36-55% for languages seen during the training, and
26-45% for unseen languages (zero-shot setting).

In future, we plan to investigate the potential of
prompting and in-context learning on the top of
large pre-trained language models (like GTP-3 or
ChatGPT). Our hypothesis is that the large size of
these models may allow even deeper understanding
of the input text. Nevertheless, it will be critical to
design appropriate prompts as a part of prompt en-
gineering process, address a potential bias towards
majority classes, and also overcome well-known
issues with instability of these approaches.
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A Exploratory Analysis: Data Imbalance

The dataset for persuasion technique detection con-
tains a significant data imbalance, as illustrated in
the Figure 3. The data imbalance is present in both
the classes, as well as the languages. Although
the dataset is working with 23 different persuasion
techniques, the technique “Loaded Language” is
the most frequent one, even representing majority
of the labels for some languages. On the other
hand, some of the remaining persuasion techniques
can even have zero representative samples for some
languages, such as “Appeal to Values” in English.
This imbalance complicates the evaluation of the
performance for different models, which is even
more augmented by the use of the F1 micro metric
that prefers the majority classes.

In addition, the data imbalance is also present
in the languages. The number of samples for the
English language represent a large portion of the
available data. As the task is multilingual, the large
representation of the English samples (which also
get majority focus in the overall NLP techniques),
may have negative impact on the training of a single
multilingual model as it may start to prefer English
over other languages. Finally, this can also skew
the evaluation to prefer models that perform good
on the single language, but poorer on the smaller
multilingual ones.

B Detailed Confidence Threshold
Calibration

Figure 4 depicts a more detailed confidence thresh-
old calibration over different languages and the
best performing models in two settings — when
using all languages for training and when working
in zero-shot setting with some hold-out languages.

We can observe similar behaviour of the best
performing models on the different languages. All
models perform the best on the Italian language
and the French. For the other languages, we can
observe that the ROBERTa models that uses trans-
lation performs poorer than the multilingual XLM-
RoBERTa. This may be due to the specifics of the
other languages, where the translation of the sam-
ples obscures some of the details required for the
detection of persuasion techniques.

The same behaviour can also be observed on the
threshold. The best threshold determined in aggre-
gate was 0.29. Looking at individual languages, all
of them, except for the French and English, achieve
highest performance with this threshold. In case of
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Figure 3: Distribution of labels in the available data sets per language and persuasion technique.

French, the performance start to drop significantly
after confidence threshold value of 0.3. In case of
English, the performance further increases even af-
ter the threshold 0.29 and even achieves the highest
performance on the confidence threshold value of
0.225. This slightly different behaviour on the con-
fidence threshold value may also explain the poorer
behaviour of our final model on the French (where
we placed 3rd) and English (where we placed 4th).

In addition, we can see a more significant im-
pact of the threshold for the monolingual ROBERTa
model than in other models. Reducing the thresh-
old increases the performance more than in other
models. However, the performance never overtakes
that of the multilingual model or the ensemble of
monolingual and multilingual models.

On the zero-shot setting, where we work with
lower number of samples for training, the models
behave slightly different on the confidence thresh-
olds. For many of the languages seen during train-
ing, the best confidence threshold moves more to
the left, i.e., lower threshold value provides better
performance. We utilize this finding when prepar-
ing the final solution. As we train the final system
on both training and dev datasets, we have more
samples for training and therefore slightly increase
the confidence threshold.

We can also observe different impact of the zero-
shot setting for different models. The monolingual
model that translates the data into English suffer
lower decrease of performance than the multilin-
gual model that trains on all the training data in
the original languages. However, this behaviour
can be expected, as in the monolingual model the

unseen languages are still translated and so their
samples do not have such importance. However,
we still see a significant drop in performance for
them. This may point to the fact that the persua-
sion techniques look slightly different in different
languages and this also manifests in translations.
On the other hand, the monolingual model suffers
more significant overall drop in performance than
the multilingual model (where the seen languages
still behave with similar performance). This may
be due to the lower number of training samples the
monolingual model can use, while the drop in num-
ber of samples in multilingual model is only in the
unseen languages (although it is more significant
decrease in number of samples there).

Finally, the behaviour on the unseen languages
is also different. We can observe a significant de-
crease in the performance (as is expected). In ad-
dition, the best confidence threshold value is also
lower. Instead of the value 0.29, the best perform-
ing one for the unseen languages is 0.25 on all
the models. As the models do not work with any
training samples for the specific languages, their
confidence is lower, which also lowers the best per-
forming confidence threshold. We also use this
finding when preparing the final solution. For the
prediction of unseen languages, we use a lower
threshold, of value 0.26 — the slightly higher value
than the best performing one from the experiments
is due to the increase in number of training samples,
which should also increase the confidence slightly.
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Figure 4: Detailed confidence threshold calibration over different languages and the best performing models
(RoBERTa large as monolingual model which uses translation, XLM-RoBERTa model as single multilingual model,
and their ensemble). The figure also depicts a comparison between the thresholds when using all languages for
training and when working in zero-shot setting with some hold-out languages.
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