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Abstract

In this manuscript, we describe the participa-
tion of the UMUTeam in SemEval-2023 Task
5, namely, Clickbait Spoiling, a shared task
on identifying spoiler type (i.e., a phrase or
a passage) and generating short texts that sat-
isfy curiosity induced by a clickbait post, i.e.
generating spoilers for the clickbait post. Our
participation in Task 1 is based on fine-tuning
pre-trained models, which consists in taking a
pre-trained model and tuning it to fit the spoiler
classification task. Our system has obtained
excellent results in Task 1: we outperformed
all proposed baselines, being within the Top 10
for most measures. Foremost, we reached Top
3 in F1 score in the passage spoiler ranking.

1 Introduction

Clickbait is a term used to describe social media
posts that aim to attract users’ attention and get
them to click on those posts or visit a website. This
is achieved through catchy titles that often exagger-
ate or distort the actual content of the post in order
to generate traffic or advertising income (Hagen
et al., 2022). Clickbait is considered inappropriate
because its resolution is often ordinary or trivial,
consisting of little more than a sentence, a short
passage or a list of things that could easily have
been included in the post. For this reason, the
Clickbait Spoiling shared task (Fröbe et al., 2023a),
proposed at SemEval 2023, consists of counteract-
ing the negative effects of clickbait providing a
spoiler or preview that reveals the main content of
a post without requiring the user to click through to
the website. The task is divided into two sub-tasks:

1. Spoiler type classification: The task is to
classify the spoiler type that the clickbait post
warrants. There are basically three types of
spoilers: (1) phrase spoilers consisting of a
single word or phrase from the linked docu-
ment, (2) passage spoilers consisting of one

or a few sentences of the linked document,
and (3) multipart spoilers consisting of more
than one non-consecutive phrases or passages
of the linked document.

2. Spoiler generation: The task is to generate
the spoiler for the clickbait post.

One of the novel features of this shared task is
the integration of the TIRA platform for the repro-
ducibility of tasks (Fröbe et al., 2023b), preventing
third parties who want to evaluate the state of the
art of a task on other datasets from having to re-
implement the participants’ software (Fröbe et al.,
2023).

Advances in deep learning have had a major im-
pact on Natural Language Processing (NLP), signif-
icantly improving the ability of computation to un-
derstand and process human language. Moreover,
the rise of modern Large Language Models (LLMs)
based on Transformers (Kalyan et al., 2021) has en-
abled an increase in the performance of many tasks,
such as classification, sentiment analysis, and au-
tomatic translations (Bozinovski, 2020). Our con-
tribution is focused on Task 1 (i.e., spoiler-type
classification). We propose the use of a transfer
learning approach, which consists of fine-tuning al-
ready pre-trained Transformer-based models with a
large corpus. In this way, a large amount of training
data is not needed to achieve better performance
in the classification task, since the general knowl-
edge of the pre-trained model is used and tuned
for a specific task, as in this case of spoiler-type
classification. Our system has obtained really high
results in Task 1, reaching the Top 10 in most of
the measures and even the Top 3 in the F1 score in
the passage spoiler ranking.

The remainder of this paper is organized as fol-
lows. Section 2 provides a summary of impor-
tant details about the task setup. Section 3 offers
an overview of the proposed system for the first
subtask. The experimental setup is described in

624



Section 4. Section 5 discusses the results of the
experiments, and finally, the conclusions are put
forward in Section 6.

2 Background

We made use exclusively of the dataset provided by
the organizers, two pre-trained models, post-based
features, and document-based features.

The dataset consisted of 5000 posts written in
English and distributed into three subsets, namely,
training, validation, and testing, with 3200, 800,
and 1000 posts, respectively. Most spoiled click-
bait posts comes from Twitter (47.5O%) and Reddit
(36%), whereas the Facebook account contributes
a bit less (16.5%). Our first experiment consisted
in examining the number of examples of each type
(either “phrase”, “passage”, “multi”) to see if the
dataset was balanced or not. The statistics of the
dataset concerning the first subtask are shown in
Table 1. There is a significant imbalance between
labels, especially the multipart type since in the
training set, the number of spoiler instances of
phrase and passage type exceeds the multipart type
by more than 50%.

Table 1: Corpus statics for Task 1

Split Phrase Passage Multipart Total

Train 1367 1274 559 3200
Dev 335 322 143 800
Test - - - 1000

The data comes in JSON line format (.jsonl),
where each line contains a clickbait post and the
manually cleaned version of the linked document.
Therefore, to predict the type of spoiler, we have
information about the clickbait post, such as the
post text and target title, and information about the
main content of the linked web page in the format
of several paragraphs of different lengths.

3 System Overview

For solving Task 1, we built the system whose ar-
chitecture is depicted in Figure 1. In a nutshell,
our system works as follows. First, the dataset was
preprocessed using the techniques pointed out in
Section 3.1. Second, we extracted the post and doc-
ument features of each item in the dataset. Third,
we fine-tuned different pre-trained models for the
classification of spoilers types. Next, different en-
semble learning techniques were evaluated to see

if the post and document features complemented
each other and improved the model performance.
Finally, the best performing model was chosen to
be tested with the test split. The source code is
available at Github1

3.1 Preprocessing stage
Our preprocessing stage consists in the following
procedure to clean both clickbait related data and
linked documents:

1. To remove social media language, such as
hyperlinks.

2. To replace all hashtags and mentions with
#[HASHTAG] and @[USER].

3. To remove all email links.

4. Clickbaits on social networks require a lot
of clean-ups, but it is inefficient to clean up
each item, so a general clean-up approach was
applied in this case.

• To remove all emojis.
• To expand some contractions.

Next, after cleaning up the texts, the clickbait
posts have been divided into two parts: post-based
features and document-based features. The post-
based feature is formed by the union of the post
and the target title. When analyzing the texts of the
linked documents, we detected that they are formed
by paragraphs of different lengths, with some of
them being very long texts, which makes it difficult
to learn the models. Therefore, to reduce the size
of long paragraphs, a Sentence-Transformer model
(Reimers and Gurevych, 2020) called sentence-
transformers/all-MiniLM-L12-v22 have been used
to extract only the part that is more closely related
to the text of the post. Once all the paragraphs do
not exceed 200 tokens, we selected the one that is
most related to the text of the post by leveraging
the same Sentence-Transformer model.

3.2 Classification model
Our approach for Task 1 is based on fine-tuning
different pre-trained models, namely, RoBERTa
and DeBERTa. The details are provided in the next
subsections.

1https://github.com/ronghaopan/
Semeval-Task5-Clickbait

2https://huggingface.co/sentence-transformers/
all-MiniLM-L12-v2
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Figure 1: Overall system architecture.

3.2.1 Pre-trained models
The pre-trained models used are as follows:

• RoBERTa-large3: This is a variant of the
RoBERTa language model developed by Face-
book AI Research (FAIR) in 2019. It is a large-
scale pre-trained Transformer-based model,
which has 355 million parameters, making
it significantly larger than the base version
of RoBERTa (125 million parameters) and
BERT-large (340 million parameters). Its
larger size allows it to capture more complex
patterns in the text data and to provide more
accurate predictions for a wide range of NLP
tasks (Liu et al., 2019).

• DeBERTa-v2-xlarge4: This is a variant of the
DeBERTa (Decoding-enhanced BERT with
Disentangled Attention) language model de-
veloped by Microsoft Research Asia in 2021.
It is a large-scale pre-trained transformer-
based model, which has 3.3 billion param-
eters, making it significantly larger than the
base version of DeBERTa (345 million param-
eters) (He et al., 2021).

3.2.2 Fine-tuning
Fine-tuning is a deep learning model training pro-
cess in which a pre-trained model is taken as a basis
and additionally trained on a specific task with a
smaller dataset. In this way, the prior knowledge
of the pre-trained model can be exploited and its
behavior adjusted. In this case, in the absence of
a large enough amount of training data, as shown

3https://huggingface.co/roberta-large
4https://huggingface.co/microsoft/

deberta-v2-xlarge

in Table 1, this process improves the overall perfor-
mance of the model compared to training it from
scratch with the corpus provided by the organizers.

4 Experimental Setup

After the preprocessing stage, we have two datasets
for Task 1, one with post features and one with
document features (see Section 3.1). Both datasets
have 3200 items for training and 800 for evalua-
tion. The hyperparameters used for fine-tuning the
RoBERTa-large and DeBERTa-v2-xlarge are 10
epochs, 0.01 in weight decay, a batch training of 8,
and a learning rate of 1e-5.

Having two datasets with different features, dif-
ferent ensemble learning strategies have been evalu-
ated on the trained models to see if the two features
complement each other and improve the overall per-
formance of the model. In ensemble learning, the
output of each trained model with a set of textual
features is combined by averaging the prediction
(mean) or choosing the prediction with higher prob-
ability (max).

5 Results

Each model was evaluated using the validation
split (see Section 2). The result for Task 1 is de-
picted in Table 2. As it can be observed, the per-
formance of the models trained with post-based
features is much better than that of the models
trained with document-based features. In particu-
lar, it is a 14.12% better in the case of RoBERTa,
and a 21.01% better in the case of the DeBERTa
model. With respect to the pre-trained models, the
fine-tuned DeBERTa-v2 performs better in the post-
based training set, and the fine-tuned RoBERTa-
large performs better in the document-based set.
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From Table 2), it can be also noticed that mean-
based and max-based ensemble learning attempts
were not able to improve the results obtained with
post features alone and it can be concluded that
the linked documents do not complement the target
title and post text of a clickbait post.

Model M-F1 W-F1

Post-based features

RoBERTa-large 0.7157 0.7241
DeBERTa-v2 0.7156 0.7259

Document-based features

RoBERTa-large 0.5773 0.5829
DeBERTa-v2 0.4977 0.5158

Ensemble learning

Mean 0.6088 0.6159
Max 0.6339 0.6412

Table 2: Results for Task 1 with the validation split,
reporting the macro F1-score (M-F1) and the weighted
F1-score (W-F1).

To evaluate the performance of the best model
for Task 1 (DeBERTa-v2 fine-tuned with post-
based features) and to find out in which cases the
model gives wrong predictions, a confusion ma-
trix has been used. The confusion matrix is a table
showing the number of correct and incorrect predic-
tions made by a classification model on a dataset.
The confusion matrix is shown in Figure 2. In par-
ticular, taking into account this confusion matrix, it
can be observed that the model labeled wrongly a
7.25% of passage as multipart spoilers and 8.75%
multipart as passage spoilers.

Our approach has obtained excellent results in
Task 1, reaching to be inside Top 10 for most mea-
sures. In particular, we reached Top 3 in F1 score
in the passage spoiler ranking.

5.1 Post-evaluation
During the post-evaluation phase, we evaluated
the model performance using a combination of
post-based and document-based features as the
training set. We evaluated the DeBERTa-large
and RoBERTa-large models, and the results are
shown in Table 3. The combined features approach
has shown an improvement in the overall perfor-
mance with respect to the ensemble learning ap-
proach and fine-tuning models using single features.
DeBERTa-large is the most effective model, achiev-

Figure 2: Confusion matrix of the DeBERTa-v2 fine-
tuned with post-based features.

ing a macro F1-score of 73.48% and a weighted
F1-score of 74.15%, outperforming the best model
of the fine-tuning approach by 1.563% and the
best model of the ensemble learning approach by
10.033% in terms of weighted F1-score.

Table 3: Results for Task 1 with the validation split
using combined features as training dataset, reporting
the macro F1-score (M-F1) and the weighted F1-score
(W-F1).

Model M-F1 W-F1

RoBERTa-large 0.72660 0.73301
DeBERTa-large 0.73477 0.74153

6 Conclusion

In this working notes we describe the participa-
tion of the UMUTeam in the shared task 5 of Se-
mEval 2023, namely, Clickbait Spoiling. In this
shared task, the participants were required to iden-
tity spoiler type (i.e., a phrase or a passage) and
generating short texts that satisfy curiosity induced
by a post clickbait, i.e. generating spoilers for the
clickbait post. Our system has obtained excellent
results in Task 1, outperforming all proposed base-
lines, achieving the Top 10 for most measures and
a Top 3 F1-score in the passage spoiler ranking.

As further work, we are planing to measure
the correlation between headlines related to click-
baits concerning the financial domain in Spanish.
For this, we will extend the dataset published in
(García-Díaz et al., 2023) by incorporating news
from financial news sites coming from Spanish-

627



speaking countries and will apply the Spanish and
multilingual variants of RoBERTa and DeBERTa.
Besides, we intend to extend this dataset with the
inclusion of content from satirical media (García-
Díaz and Valencia-García, 2022) and measure the
impact of clickbait in datasets concerning political
ideology (García-Díaz et al., 2022). On the other
hand, as commented in Section 5, the most frequent
error in our model is that it confuses passage-type
spoilers with multiple-type spoilers. Therefore, as
future work, we plan to use volumetric and lexical
diversity features in the training set to mitigate this
error.
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