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Abstract

Human values are of great concern to social
sciences which refer to when people have dif-
ferent beliefs and priorities of what is generally
worth striving for and how to do so. This paper
presents an approach for human value argument
mining using contrastive learning to leverage
the isotropy of language models. We fine-tuned
DeBERTa-Large in a multi-label classification
fashion and achieved an F1 score of 49% for
the task, resulting in a rank of 11. Our proposed
model provides a valuable tool for analyzing ar-
guments related to human values and highlights
the significance of leveraging the isotropy of
large language models for identifying human
values.

1 Introduction

Argument mining is a promising area of research
in natural language processing that aims to identify
and analyze arguments from the text. Identifying
human values in arguments is significant because
different beliefs and priorities can cause conflicts or
alignment between individuals or cultures, leading
to disagreements on controversial issues. Under-
standing the values behind different perspectives
can improve communication and decision-making.
The automatic identification of values in written
arguments is valuable for argument faceted search,
value-based argument generation, and value-based
personality profiling (Kiesel et al., 2023, 2022).
The ValueEval', a task 4 of the shared task on Se-
mEval 2023 is designed to automatically identify
human values in arguments. The task has been
defined as follows:

Given a textual argument and a human
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value category, classify whether or not
the argument draws on that category.

Touché23-ValueEval dataset (Mirzakhmedova
et al., 2023) for this task consists of a valuable
collection of argumentative texts, where each ar-
gument is labeled with one or more of the human
values. Arguments are given as premise text, con-
clusion text, and binary stance of the premise to the
conclusion whatever it is "in favor of" or "against"
the premise text. The task uses a set of 20 value
categories compiled from the social science litera-
ture. The dataset for this task consists of two differ-
ent sets called Main, and Supplementary datasets,
where in this research we focus on all 20 value cat-
egories of the Main dataset for identifying human
values behind arguments in the English language.

Contrastive learning (CL) (Gao et al., 2021) has
shown promising results in various natural lan-
guage processing tasks, including text classifica-
tion, sentiment analysis, and named entity recog-
nition. CL is a technique used to learn representa-
tions that are invariant to changes in certain aspects
of the input data while preserving important infor-
mation. In the context of argument mining it is
important to identify which part of the informa-
tion is representative of arguments. So, we applied
CL with additional information to language mod-
els to leverage the pre-trained weights for language
understanding capabilities to be able to make differ-
ences between different arguments. The proposed
method for this task is implemented in Python and
published on GitHub” for the research community
in this field.

The rest of the paper is organized as follows. Sec-
tion 2 presents backgrounds. Section 3 describes

Zhttps://github.com/MiladMolazadeh/ValueEval
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the proposed system overview. Section 4 describes
the experimental setups such as dataset, metrics,
and training setups. Next, in section 5 we discussed
results and analysis. Finally, section 6 presents our
conclusions

2 Background

2.1 Human Value Argument Mining

For the first time, (Schwartz, 1994) established a
theory of basic individual values in measuring hu-
man values in a survey in 1994 for investigating
universal aspects in the structure and contents of
human values. Since then this theory has gained
wide acceptance in psychology and proposed hu-
man values are used widely in assessing human
values in arguments. According to this research,
fundamental human values provide a framework
for understanding differences in motivations, atti-
tudes, and behaviors among individuals and cul-
tures. So, people prioritize certain values over oth-
ers, and these priorities shape their behavior and
decision-making. By understanding the values that
are most important to individuals and groups, it
is possible to understand their behavior better and
develop more effective interventions and policies.
More later (Schwartz et al., 2012) refined the theory
by organizing the values to provide greater heuris-
tic and explanatory power than the original theory.
The theory defines values on the continuum based
on their compatible and conflicting motivations,
expression of self-protection versus growth, and
personal versus social focus.

The work of (Alshomary and Wachsmuth, 2021)
presents an innovative method for creating argu-
ments that have the potential to enhance the ef-
fectiveness of persuasive communication by fac-
toring in the audience’s background and beliefs.
They highlighted two research questions that could
contribute toward building an audience-aware ar-
gumentation technology along with the potential
challenges and possible opportunities in each area.
The first question is how to model the audience’s
beliefs from a given representation, this represen-
tation being texts, preferences, etc. The second
question is how to encode a model of beliefs into
argumentative texts. In recent work, (Kiesel et al.,
2022) aimed at identifying the values behind ar-
guments computationally. They believed that val-
ues are connected specifically with the argument’s
premise and automatic models might still improve
when incorporating the textual conclusion as con-

text for the textual premise.

2.2 Isotropy of PLMs

Isotropy is a key geometric property of the seman-
tic space of Pretrained Language Models (PLMs).
Recent studies identify the anisotropy problem of
PLMs, which is also known as the representation
degeneration problem(Gao et al., 2021). Recent
research in isotropization has shown that regulariz-
ing the feature space towards isotropy can further
improve the performance of supervised pretraining.

The (Rajaee and Pilehvar, 2021) work demon-
strates that isotropic embeddings have a significant
improvement in downstream task performance, as
they capture more semantic information and re-
duce noise. Moreover, (Xiao et al., 2022) exhibits
that contrastive learning brings isotropy to sentence
representation learning. Moreover, (Zhang et al.,
2022) reveals that correlation regularizer penalizes
the correlation between different features of pre-
trained language models and by reducing correla-
tion, the feature space becomes more isotropic and
the PLMs become more generalized.

3 System Overview

We propose two regularizers based on contrastive
learning and binary cross entropy loss for achieving
isotropy in the feature space for human values. In
this section, we describe the details of our proposed
deep learning model for human value argument
mining. The proposed methodology is illustrated
in Figure 1.

3.1 Input Representation

In order to fine-tune a transformer model for hu-
man value argument mining. Based on experimen-
tations, we find out the optimal way of concatenat-
ing the premise text with the stance and conclusion
texts. This input format allows the model to process
the entire argument as a single sequence, while also
providing information about the relationship be-
tween the premise, stance, and conclusion. Where
X; := (Premise;, Stance;, Conclusion;) repre-
sents concatenated input representations. In the
end, inputs are truncated to a maximum acceptable
length for the model.

3.2 Embedding Layer

We used DeBERTa-Large (He et al., 2021) lan-
guage model for fine-tuning our task. DeBERTa-
Large has 345 million parameters and has been
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Figure 1: Architecture of Proposed Model

pre-trained on a massive amount of text data, mak-
ing it a powerful choice for our task. To speed
up the fine-tuning process and prevent overfitting,
we used DeBERTa-Large in a partial fine-tuning
fashion. This means we froze the first 8 layers of
the model and fine-tuned the remaining layers. The
early layers of the model learn low-level features,
such as character and word embeddings, that are
less likely to be useful in this task. However, the
later layers of the model learn higher-level features,
such as sentence and document representations,
that are more specific to the task at hand. By fine-
tuning these layers, we allowed the model to adapt
to the specific patterns and structures while still
leveraging the general knowledge learned during
pre-training.

3.3 Classifier Layer

Since this task generally is a multi-label classifica-
tion task, we used a sigmoid classifier to calculate
the probability of each label being present in the
input text. The input to the sigmoid classifier is a
vector of hidden states from the last layer of the
DeBERTa model, and the output is a set of prob-
abilities, one for each label between 0 and 1. A
threshold value of 0.5 is applied to the predicted
probabilities to determine the labels for the input
text.

3.4 Contrastive Learning

Inspired by (Zhang et al., 2022; Su et al., 2021)
to mitigate the isotropy of the PLM fine-tuned
by supervised pre-training, we used a loss estima-
tion methodology that incorporates both contrastive
learning and binary cross entropy (BCE) loss. Our
loss formulation is given by:
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Figure 2: Illustration of Contrastive Learning Based
Regularizer. Figure from (Zhang et al., 2022).

L =Lgcg+ CLreg * A\

Where Lpcg is the binary cross-entropy loss,
UL, is the contrastive learning regularizer, and
A is the weight parameter for the CL regularizer,
which we set to 0.1. The aim is to learn human
value argument minings while maintaining an ap-
propriate degree of isotropy. For C'L,., we used
(Yan et al., 2021) technique that maximizes the
agreement between one representation and its corre-
sponding version that is augmented from the same
input while keeping it distant from other input rep-
resentations in the same batch. Figure 2 shows
an illustration of this technique, where positives
are for maximizing agreements and negatives are
for keeping distance from other inputs in the same
batch. To obtain C'L,4, the X; is passed to the
PLM twice to produce hf and h; for the following
contrastive learning loss:
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Argument Source Year Arguments Unique Conclusions
Train Validation  Test P Train Validation Test X
Main dataset
IBM-ArgQ-Rank-30kArgs 201920 4576 1526 1266 7368 46 15 10 71
Conf. on the future of Europe  2021-22 591 280 227 1098 232 119 80 431
Group Discussion Ideas 2021-22 226 90 83 399 54 23 16 93
3(main) 5393 1896 1576 8865 332 157 106 595
Table 1: Key statistics of the main dataset by argument source.
1 exp(sim(hi, h") /T
CLTeg:_Nlog = p( ( 7 ’L)/ )
: +
- exp(sim(hi, h])/T)
J=Lj#

where sim(-) indicates the cosine similarity
function, 7 is the temperature parameter which set
t0 0.05, and N is the batch size. The (h;, h;") repre-
sents a positive pairs, similarly (h;, h;r) represents
a negative pairs. By minimizing the contrastive
loss, positive pairs are pulled together while neg-
ative pairs are pushed away, which in theory en-
forces an isotropic feature space (Gao et al., 2021)
in a supervised manner.

4 Experimental Setup

Dataset: Table 1 presents the statistics of the main
dataset by argument sources. The main dataset
consists of 8865 arguments, and 595 unique con-
clusions from three different sources from 2019 to
2022. The dataset was divided into train, validation,
and test sets (Mirzakhmedova et al., 2023).
Evaluation Metrics: Due to the multi-label nature
of task models are evaluated based on F1-score
using macro-precision and macro-recall, with aver-
aged over all value categories and for each category
individually.

Training Setups: Using train and validation sets
we made hyperparameters tuning. For earlybird
submission, we used a train set and for final sub-
mission, we combined train and validation sets for
training models. In this study, we used a batch
size of 8 and trained the model for 10 epochs. We
employed the Adam optimizer with a learning rate
of 1e — 05 and a weight decay of 0.01.

External Libraries: We used PyTorch (Paszke
et al., 2017) and Transformers (Wolf et al., 2020)
libraries in our experimentations.

5 Results

Main Quantitative Findings: The table 2 presents
the final results on the test set for submitted 5 dif-
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Figure 3: The 1-baseline is in orange, the BERT baseline
is in blue, the Best per category is in purple, our best
model is in green, and the rest of the runs from all
submissions are in gray.

ferent runs including early bird submission. The
main quantitative findings are:

lth

* The proposed model achieved 1 place

among 39 participants.

* In the Hedonism class our model performed
better than early bird submission and ranked
1%t in the whole task runs (red colored f1 score
in the table 2).

* The proposed model defeated baseline models
by a large margin.

* According to the results, Large Language
Models (LLMs) with more parameters are
promising in this task. However, isotropy
made a significant improvement in both base
and large variants of PLMs.

» The Earlybird Submission which was trained
on train set only, performed well in Univer-
salism: concern, Universalism: nature, and
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Test set / Approach Al & & & <« f &R P B EOO0OITAB B P b P
Main dataset
Best per category .59 .61 .71 .39 .39 .66 .50 .57 .39 .80 .68 .65 .61 .69 .39 .60 .43 .78 .87 .46 .58
Best approach .56.57 .71 32 .25 .66 .47 .53 .38 .76 .64 .63 .60 .65 .32 .57 .43 73 .82 46 .52
BERT 42 .44 55 .05 .20 .56 29 .44 13 .74 59 43 47 23 .07 46 .14 .67 .71 32 .33
1-Baseline 26 .17 .40 .09 .03 .41 .13 .12 .12 .51 .40 .19 .31 .07 .09 .35 .19 .54 .17 22 46
DeBERTa-Base + Lpck 45 .51 .64 .10 .28 .56 .34 .35 .09 .70 .60 .57 .41 .35 .10 .52 .18 .72 .73 .37 41
DeBERTa-Large + Lecr 44 .49 57 .09 .19 .60 .27 41 .14 .74 .60 .45 49 41 .10 .53 .16 .70 .72 41 .40
DeBERTa-Base + Lpcg + CLyeg  .47.55 .67 .12 .19 .57 40 .36 .17 .73 .64 .55 .51 .39 .26 .49 .32 .75 .79 .37 44
DeBERTa-Large + Lcr + CLyeg .49 .56 .67 .18 .39 .63 .36 .48 .26 .75 .63 .47 .53 .38 .20 .50 .31 .73 .82 .37 42
Earlybird Submission
DeBERTa-Large + Lcg + CLyey 49 .52 .69 .07 29 .60 .35 .46 .23 .74 .65 .57 .52 .20 .18 .55 .30 .74 .84 35 46

Table 2: Achieved F;-score of team t-m-scanlon per test dataset, from macro-precision and macro-recall (All) and
for each of the 20 value categories. Approaches in gray are shown for comparison: an ensemble using the best
participant approach for each individual category; the best participant approach; and the organizer’s BERT and
1-Baseline. Red color represents our best result in best per category, blue represents our outperformance result

regarding the Best approach.

Security: societal classes even better than Best
approach (blue colored f1 score in the table
2).

* The DeBERTa+L pcp+C L;cy model in final
submission achieved F1 score of 0.4939 and
in early bird submission 0.4879. Whereas in
the final submission training and validation
sets are combined for the training model. So,
the data augmentation technique may not ap-
propriately solve this task, since the LLMs are
suffering from semantic overlaps in identify-
ing human values behind arguments.

Quantitative Analysis: Figure 3 represents all
the runs submitted to this task in gray color and best
per category in purple color, BERT baseline in blue,
1-baseline in orange colors, and our Best model
result in green colors. According to this figure, the
quantitive analysis is presented as follows:

* Most of the time the proposed model suc-
cessfully defeated baseline models by large
margins, especially the 1-baseline model. Ex-
cept in Universalism: objectivity class, the
1-baseline model performed better than our
models in the final run. However, in the
Earlybird submission, they both performed
the same.

* According to this figure, our model behaves
similarly to the BERT baseline most of the
time, with a high score for individual classes.
It reveals that a single model may not perform
well in all of the individual classes at the same
time and this task requires ensemble learning
approaches.

6 Conclusion

This paper presented our approach for Se-
mEval2023 Task 4: ValueEval: Identification of
Human Values behind Arguments. We investi-
gated this problem by leveraging PLMs using a
contrastive learning technique. The proposed study
in this paper shows that isotropization for human
value detection is effective and requires more at-
tention in this field. In the final, we achieved an
average F1 score of 0.4939. Regarding our evalua-
tions, our approach is promising for human value
argument mining.
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