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Abstract

This paper describes our system submitted for
SemEval Task 7, Multi-Evidence Natural Lan-
guage Inference for Clinical Trial Data. The
task consists of 2 subtasks. Subtask 1 is to de-
termine the relationships between clinical trial
data (CTR) and statements. Subtask 2 is to out-
put a set of supporting facts extracted from the
premises with the input of CTR premises and
statements. Through experiments, we found
that our GPT2-based pre-trained models can
obtain good results in Subtask 2. Therefore,
we use the GPT2-based pre-trained model to
fine-tune Subtask 2. We transform the evidence
retrieval task into a binary class task by com-
bining premises and statements as input, and
the output is whether the premises and state-
ments match. We obtain a top-5 score in the
evaluation phase of Subtask 2.

1 Introduction

In recent years, there has been a significant increase
in the number of Clinical Trial Reports (CTR) pub-
lications. Currently, the number of CTRs related
to breast cancer alone exceeds 10,000. With this
increasing trend, it is impossible for clinical prac-
titioners to keep all the existing literature up to
date in the future in order to provide personalized,
evidence-based care (DeYoung et al., 2020). In this
scenario, Natural Language Inference (NLI) (Mac-
cartney, 2009) provides a great opportunity to sup-
port the large-scale interpretation and retrieval of
medical evidence. A successful natural language
inference system enables clinical practitioners to
obtain the latest medical evidence for better person-
alized evidence-based care (Sutton et al.). There-
fore, the study of SemEval Task 7 (Jullien et al.,
2023) is particularly meaningful to provide tech-
nical ideas for the large-scale interpretation and
retrieval of medical evidence.

Task 7 is based on CTRs of breast cancer and
contains two subtasks. Subtask 1 is Textual En-
tailment, which aims to determine the relationship

(implication and contradiction) between CTRs and
statements. Subtask 2 is Evidence Retrieval, which
outputs a set of supporting evidence extracted from
the CTR premise with given CTR and statements
to prove the prediction labels in Subtask 1.

Our system focuses on Subtask 2 which reasons
about the statements supported by the facts in the
premises by means of the generative capability of
GPT-2 (Radford et al., 2019). Firstly, our system
concatenates the premises (i.e., facts in CTRs) and
the inference(i.e., statements) through the prmopt
template to obtain the inference sequence. Then
the inference sequence is input into GPT-2, and
the output label is O or 1. The label 1 means that
the premise fact and the statement are successfully
matched, so the fact can be added to the corre-
sponding group of supporting facts. Finally, after
the matching relationship between each fact and
the statement is determined, we can obtain a set of
facts supporting the current statement.

Besides, when exploring Subtask 2 with GPT-2,
we found that the parameter size of the model has a
relatively large impact on the system. At the same
time, the fusion between models with different pa-
rameters can have a significant improvement on
the system. Eventually with these strategies, our
system achieved a top-five ranking.

The remainder of this paper is organized as fol-
lows: Section 2 is about the task data, task setup,
etc. Section 3 shows the overall algorithm and strat-
egy of the system. Section 4 contains the experi-
mental setup, dataset segmentation, etc. Section 5
presents experimental results and analysis. Section
6 is the summary and outlook of the system in this

paper.
2 Background

2.1 Task Dataset

The dataset of Task 7 is based on a collection of
breast cancer CTRs containing labels annotated by
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domain experts based on statements and interpreta-
tions. The collected CTRs can be categorized into
4 parts:

1) Eligibility criteria: a set of conditions that
allow patients to participate in clinical trials.

2) Intervention: Information about the type,
dose, frequency and duration of the treatment.

3) Results: number of participants, outcome
measures, units and results in the trial.

4) Adverse events: signs and symptoms ob-
served during clinical trials.

In addition to CTR, there are statements with
comments, with an average of 19.5 tokens. A state-
ment is a declaration of some type for one or more
of the four parts of the CTR premise. It may make
claims for a single CTR, or a comparative declara-
tion for two CTR.

Examples of CTRs and statements are shown
in Figure 1 and 2, respecively. Figure 1 shows
a CTR, which contains the four parts mentioned
above, each consisting of several sentences of
facts. Figure 2 is a statement. When the
key "Type" is "Comparison", like the first ex-
ample in Figure 2, the statement is supported
by two CTRs. They are used to find a series
of facts supporting the statement through the
indexes of "Primary_evidence_index" and "Sec-
ondary_evidence_index", respectively. When the
key "Type" is "Single", like the other example in
Figure 2, the statement is supported by a single
CTR.

{
"Clinical Trial ID": "NCT00005908",
"Intervention”: [
"INTERVENTION1: ",
" Dose A-Cohort 1-Arm 1-Docetaxel & Capecitabine".

I
"Eligibility": [
"INCLUSION CRITERIA:",
" Atleast 18 years of age.",

1
"Results": [

"Qutcome Measurement: ",

" Number of Participants With Adverse Events",

" Here is the number of participants with adverse events. For the
detailed list of adverse events see the adverse event module "

1
"Adverse Events': [

"Adverse Events 1.",

" Total: 29/30 (96.67%)",

" Febrile neutropenia [1]3/30 (10.00%)",

1

Figure 1: Example of CTRs

{
"befd433b6-4029-4d00-9cef-d8d94£1722d8": {

"Type": "Comparison”,

"Section_id": "Adverse Events",

"Primary id": "NCT00365365",

"Secondary_id": "NCT00005908",

"Statement”: "the primary trial and the secondary trial
only recorded one type of acute adverse event.”.

"Label": "Contradiction”,

"Primary_evidence_index": [0,1.2,3.4.5,6,7.8.9,10,11],

I8

"4216b27f-4d3e-4029-9637-2e6dade15b73": {

"Type": "Single".

"Section_id": "Adverse Events",

"Primary_id": "NCT00005908",

"Statement”: "There was only one patient cohort in the
primary trial.”,

"Label": "Entailment”,

"Primary_evidence_index": [0,1.2,3.4.5,6.7.8,9.10,11],

1

}

Figure 2: Example of statements

The input of Subtask 2 is CTRs in Figure 1 and
statements in Figure 2, while the output is a group
of facts extracted from CTR, like the list value of
the key "Primary_evidence_index" in Figure 2.

2.2 Data Analysis

The clinical trial report CTRs and statements are
analyzed in Table 1.

Item Count
Sum of CTR 999
Sum of Statement 2400
Avg length of Statement 19.5

Max length of Statement 65

Avg length of Primary_evidence 10.7
Max length of Primary_evidence 197
Avg length of Secondary_evidence  10.8
Max length of Secondary_evidence 194

Table 1: Analysis of CTRs and statements

We can observe from the table that the length of
the text is relatively short. The maximum length of
statement is 65 and the average length is 19.5. Be-
sides, the maximum length of "Primary_evidence"
in the evidence is 197 and the average length is 10.7,
while the maximum length and the average length
of "Secondary_evidence" is 194 and 10.8, respec-
tively. The generative model does not take much
time to reason in the case of short texts, which
motivates us to use the GPT2-based model in the
subsequent experiments.
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3 System Overview

3.1 Model Structure

GPT (Radford et al., 2018) means generative pre-
training. The overall model structure of GPT-2
is the same as GPT. We change the downstream
task of GPT-2 to binary classification. Specifically,
we connect a linear layer after GPT-2 to do binary
classification. Each fact in CTR is connected to the
corresponding statement by a template separately
and then input to GPT-2 for inference. The overall
structure is shown in Figure 3.

| Result=0or 1

f

’ Linear(n embd, 2)

T Classify
Model

|} Result

| GPT2 Model

f

’ “premise: {single CTR fact} statement: {statement} ” |}Prompt

Figure 3: Structure of the model

First, in order to input the CTRs and statements
into the GPT-2 model as an inferred relationship,
we designed an template, i.e., "premise: state-
ment:". Since the statement is inferred from the
facts in CTRs, we concatenate the facts in CTR
before the statement. We then fill in the individ-
ual fact and the corresponding statement in CTRs
according to this order to finally get our sequence
input to the subsequent classification model.

Secondly, in the classification model demon-
strated in Figure 3, the first layer is the GPT-
2 model, which is built by Transformer’s De-
coder(Vaswani et al., 2017). It has a strong one-
way generation capability, which corresponds to
the logical order of "premise" to "statement" in our
prompt. That is the reason why we use the GPT-
2 model. The second layer of the classification
model is a linear layer, which compresses the out-
put generated by GPT-2 to 2 dimensions for binary
classification.

Finally, we transform the output of the linear
layer to get the classification of O or 1. 1 means
that "premise" and "Statement" are matched. By
concatenating each fact in the CTR with the state-
ment separately, we can get all the facts that match
the statement in the whole CTR, and combine these
facts to get a set of facts that support the statement.

3.2 Cross validation

The model mentioned before yields good results on
the initial training and validation sets. To make full
use of the training and validation sets we use cross-
validation, we merge the training and validation
sets together to join the training. The results prove
that cross-validation can lead to a remarkable im-
provement in the online test set. We used a 5-fold
cross-validation, and the flow of cross-validation is
shown in Figure 4.

...........................................................................

| Modell Model2 Model3 Modeld Modeld
i| Train Train Train Train Val
Training Train Train Train Val Tra%n
data | Train Train Val Train Train
i| Train Val Train Train Train
Val Train Train Train Train

|Save the best val F1 score model on each fold|

| Predict on Test data |

| Final result |

Figure 4: Cross validation

We split the training data into five equal parts.
By setting each of them as a validation set and the
remaining parts as a training set, we get five models.
Then the five models with the highest F1 values on
the validation set are saved separately, which are
used to make predictions on the test set and fused
to get the final results.

3.3 Model Fusion

The fusion strategy we mainly adopt is to fuse GPT-
2 models with different parameter sizes and differ-
ent random seeds. The final prediction results are
determined mainly by voting. The general process
is shown in Figure 5.

GFT2 result_1=1 |—

i

Seet=0 4 paam |2 || g
- result

- 1t_3=1 | ‘

large ‘ resuit ~ 1
larse

Seed=1
o1 (i |
medium

Figure 5: Strategy of Model Fusion
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4 Experimental Setup

4.1 Data Processing

First of all, the official data are divided into the train
set, development set and test set, where the test
set is not labeled. The detailed experimental data
distribution is shown in Table 2, and the numbers
in the table represent the numbers of statement
entries.

Train Dev Test
1700 200 500

Data
Original Size

Table 2: Size of original data

Next, we need to process the data in Figure 1 and
Figure 2 into the format of the prompt in Figure 3
so that they can be fed into the GPT-2 model. If
the facts in CTR exist in the list of evidence index
of statement, they are labeled as 1. Otherwise, they
are labeled as 0. The processed data are shown in
Figure 6.

Text, Label
premise: Unit of**- statement: there is a 13.2%-+, 1
premise: Inclusion:** statement: Patients with---., 0

Figure 6: Format of processed data

The size of the processed data is presented in
Table 3. The quantities in the table indicate the
numbers of combination of the facts in the CTRs
and the corresponding statements.

Test
10836

Train Dev
39935 4224

Data
Size

Table 3: Size of Processed data

4.2 Implementation Details

Since we convert the subtask into a binary clas-
sification task, our initial idea is to use BRET to
output the classification results by concatenating
the premise and statement with "[SEP]". We began
with pre-trained models such as BERT-base (Devlin
et al., 2018), ERNIE (Sun et al., 2019), etc. In addi-
tion, we also made experiments on TS5 model (Raf-
fel et al., 2019) followed by classification linear
layer.

In order to make use of the inference from
premises to statements in Figure 6, we apply the
GPT-2 model. We get the matching result by in-

putting the whole-sentence text in Figure 6 into
three versions of the GPT-2 model, respectively.

During our experiments, we combined the train-
ing data and development data in Table 3 and di-
vided them into five parts using cross-validation.
To further improve the effect of the model, we fuse
the models with different parameter sizes to get the
final prediction results.

4.3 Evaluation Metrics

The standard precision, recall and F1-score are used
as the evaluation metrics, where the F1-score is the
basis for the final ranking.

S Results

Strategy F1 P R

BERT-base 0.719 0.769 0.675
ERNIE 0.744 0.718 0.771
GPT-2 small 0.776  0.740 0.815
T5 base+5folds 0.782 0.792 0.772
GPT-2 small+5folds  0.789 0.771 0.807
GPT-2 med+5folds 0.794 0.796 0.792
GPT-2 large+5folds  0.795 0.815 0.775
GPT-2 s+m+l+5folds  0.810 0.788 0.834

Table 4: Experimental Results

The precision, recall, and F1 in Table 4 are based
on the online test set. We can observe from
the table that after training the model with the
"premise+statement” dataset we construct, the per-
formance of GPT-2-based model is significantly
better than that of BERT-based model since GPT-2
can learn the information of premise and statement
more effectively.

In terms of the GPT-2-based model, taking GPT-
2-small as an example, the addition of 5-fold cross-
validation can improve the F1-score by nearly 1%,
while the GPT-2 model with larger parameters has
better F1-score. Besides, we find that there are
obvious differences in the results obtained by mod-
els with different parameter sizes. For example,
the GPT2-small model has a high recall score on
the test set, while GPT2-large has a high precision
score on the test set, and GPT2-medium has a rela-
tively balanced precision and recall score.

Therefore, it is natural for us to combine the
characteristics of the three and perform model fu-
sion. We find that adjusting the fusion threshold
to increase the recall score can improve the overall
F1 value more effectively.In addition, the F1-score
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of GPT2-based model after cross-validation is also
higher than that of T5 model. The best result in
Table 4 is obtained by fusing two different random
seeds, with a total of one small, two medium, and
two large models, which improves the F1 value
by nearly 1.4% compared to the single best model.
The strategy also helps us to achieve the 5th place
in the competition.

6 Conclusion

In this paper, we design a system based on GPT2-
based model to obtain the matching templates
of premise and statement. Our experiment re-
sults demonstrate that GPT2-based model signifi-
cantly outperforms BERT-based model on our con-
structed data. In addition, the combination of cross-
validation and model fusion can lead to significant
improvement. Finally, we obtained the top-5 rank-
ing for Subtask 2 of SemEval2023 Task 7. Due to
the time constraint of the competition, our model
did not take into account the logical information be-
tween CTRs, but only matched the individual CTR
with the statement, which can be further optimized
in the future.
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