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Abstract

In this paper, we present our approach to the
task of identification of persuasion techniques
in text, which is a subtask of the SemEval-
2023 Task 3 on the multilingual detection of
genre, framing, and persuasion techniques in
online news. The subtask is multi-label at the
paragraph level and the inventory considered
by the organizers covers 23 persuasion tech-
niques. Our solution is based on an ensem-
ble of a variety of pre-trained language models
(PLMs) fine-tuned on the propaganda dataset.
We first describe our system, the different ex-
perimental setups we considered, and then pro-
vide the results on the dev and test sets re-
leased by the organizers. The official evalua-
tion shows our solution ranks 1% in English and
attains high scores in all the other languages,
i.e. French, German, Italian, Polish, and Rus-
sian. We also perform an extensive analysis of
the data and the annotations to investigate how
they can influence the quality of our systems.
We release our code at https://github.com/
antoniopurificato/apatt_at_semeval.

1 Introduction

Due to its diffusion on social media platforms,
information is being shared in real-time in the
modern digital world, in particular following the
COVID-19 pandemic. The detection of propaganda
has emerged as an important research topic with
the recent interest in fake news (Da San Martino
et al., 2020). In today’s information age, anyone
can take advantage of the diffusion potential of
Internet to spread propaganda surreptitiously, and
this is in fact done by activist groups, businesses,
religious institutions, the media, and even ordinary
people, reaching vast audiences. Many different
strategies are used to “hide” propaganda messages
inside standard text, ranging from appealing to the
audience’s emotions to utilizing logical fallacies.
SemEval-2023 Task 3 (Piskorski et al., 2023)
Subtask 3 offers a different way to investigate this

problem: given a news article selected from a me-
dia source that could potentially spread disinforma-
tion, the system is tasked to identify the persuasion
techniques adopted in each paragraph. This is a
multi-label task at the paragraph level and also
multilingual, with news articles in 6 different lan-
guages: English, Italian, Polish, German, French
and Russian.

In our approach, we adopt transfer learning and,
instead of using one single pre-trained language
model, we create an ensemble of multiple state-of-
the-art architectures. To output the final prediction
two different approaches are used. For all the lan-
guages except English it is possible to use a maxi-
mum of two models, so for every ensemble we take
the probabilities of these models and average them
to make the final prediction.

In English, instead, where it is possible to use
more than two models for the ensemble, we do not
average but weight the predictions of each model.
We notice that some models have better results on
a subset of classes, so we assign them a higher
weight on the corresponding classes in the final
output. Our contribution is summarized as follows:

* We employ transfer learning by fine-tuning
Transformer-based language models on the
propaganda dataset.

* We improve the classification results of the
ensemble by weighting the predictions of each
model.

The remainder of this paper is organized as fol-
lows: In Section 2 we review some recent work
in the current literature. In Section 3 we provide
the details of our method, while in Section 4 we
describe the experimental setup. In Section 5 we
demonstrate the effectiveness of the proposed ap-
proach by showing and discussing its results. We
provide conclusions in Section 6.
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2 Related Work

Propaganda detection is a crucial topic for research
in the field of Natural Language Processing be-
cause it may be useful for additional applications
like spotting fake news on social media. Jiang et al.
(2016) used the representation power of graphs
to detect strange behaviours of groups of people.
They noticed that propaganda techniques are ap-
plied when there are strange patterns on the ad-
jacency matrix and in the spectral subspaces of
the corresponding graph. Garimella et al. (2018)
tried to capture the main style of propaganda with
a graph-based three-stage pipeline: they first built
a conversation graph about a topic, then they parti-
tioned the graph to identify potential controversies
and finally they measured the amount of contro-
versy from features of the graph.

Barrén-Cedeiio et al. (2019) developed a tech-
nique to determine the “degree” of propaganda in
a piece of writing and integrated their model into a
website that groups recent articles about the same
event based on their propagandistic content. With
a similar approach Vorakitphan et al. (2022) im-
plemented a system, called PROTECT, to automat-
ically detect propagandist messages and classify
them along with the propaganda techniques em-
ployed. PROTECT allows users to input text and
retrieve the propagandist spans in the message as
output. They used the RoBERTa PLM and then
performed a post-processing step to automatically
join tokens labelled with the same propaganda tech-
nique into the same textual span. Da San Mar-
tino et al. (2019) focused on more in-depth anal-
ysis, putting forward a more theoretical paradigm
for identifying and categorizing propaganda cam-
paigns. They first created a corpus of manually
annotated news articles at the fragment level and
then they proposed a suitable evaluation measure
for this task.

A major limit of all the above cited previous
work is their focus on the English language. With
this work we aim to study propaganda techniques
in a multilingual setup by employing ensemble
methods.

3 Method

3.1 Pre-trained Language Models (PLMs)

We worked with six types of Transformer-based
(Vaswani et al., 2017) PLMs, with the goal of cre-
ating an ensemble of them whenever this was pos-

sible. In fact, in some languages, we were not able
to find more than one PLM, therefore the predic-
tions were made using the only available one. In all
cases, we used the pre-trained models with a layer
on top to perform classification. In the following
we provide a brief description of the models we
used in our proposed solution:

* BERT (Devlin et al.,, 2019) is a popular
Transformer-based PLM, which enables bidi-
rectional training using a “masked language
model” (MLM) pre-training objective. It also
uses next-sentence prediction (NSP) objective
during pre-training in order to understand re-
lationships between sentences.

¢ RoBERTa (Liu et al., 2019) is an architecture
based on BERT, but improved using dynamic
masking and a different byte-level Byte-Pair
Encoding.

* alBERT (Lan et al., 2020) replaces the next
sentence prediction (NSP) loss with a sen-
tence order prediction (SOP) one to better
model inter-sentence coherence. In order to
reduce memory consumption and computa-
tional time it introduces two parameter reduc-
tion techniques.

* XLNet (Yang et al., 2019) is based mainly on
pre-training and a different parametrization
from that of the other models but it also in-
troduces concepts from Transformer-XL (Dai
et al., 2019), such as the segment recurrence
mechanism and the relative encoding scheme.

* distilBERT (Sanh et al., 2019) is a simpler
Transformer model trained by distilling BERT
base. It has 40% fewer parameters than BERT
and runs much faster, while in many cases
keeping performance in the same ballpark.

e HerBERT (Mroczkowski et al., 2021) is a
Transformer-based model that was trained for
the Polish language, and outperformed multi-
lingual BERT on average on a set of tests.

3.2 Ensemble

Each PLM is fed with the input_ids that are the
indices of the input sequence tokens in the vocabu-
lary. They also take as input the attention_masks,
used to prevent the model from looking at padding
tokens, and which also result from the tokenization
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Figure 1: Our ensemble for this task. For English we select the value of the weights as described in Section 4. For
the other languages, we use a simple average and we set the weights to 1.

step that is responsible for preprocessing text into
the corresponding array of indices.

As we can see from Figure 1, after we train each
PLM we create a list containing their predictions.
Once all the predictions are available we apply a
weighted average. Our APatt architecture works in
the following way:

T = E Wpop
P

where 0, is the output of the p-th PLM, wy, is the
weight given to the corresponding prediction and x
is the final result. For all the languages other than
English w, = 1, while for the English language
the value of the weights is described in Section 4.

ey

3.3 Training

At training time, we minimize the binary cross-
entropy (BCE) objective L as follows:

£<m07 yc) = _yclogxc - (1 - yc)log(l - xC)

where . is the label of class c and x. is the pre-
dicted value for class c.

At test time, to predict the labels we classify
each class based on the following formula:

X(ze > T)

Ye
where 7 is a probability threshold and y is an indi-
cator function.

4 Experimental setup

4.1 Ensemble setup

For Russian, Polish and Italian we decided to avoid
ensembling and use only the output of the PLM,
for one or other of the following reasons:

Model Micro-F1
alBERT 0.293
RoBERTa 0.322
BERT 0.343
DeBERTa 0.345
XLNet 0.365

Table 1: Comparison of the performance of the different
models for the English subtask on the dev set.

* It was not possible to find more than one PLM
for the specific language, or

* The creation of the ensemble did not improve
the performance.

For all the other languages we decided to use
an ensemble. For English the PLMs used were
BERT, RoBERTa, DeBERTa, alBERT, XLNet. For
French, we used BERT and RoBERTa. For German
we used BERT and distilBERT.

To select the values of the weights for the En-
glish language we performed an ablation study for
each PLM on the dev set, as shown in Table 1.

XL Net achieves the best results. For this reason,
the predictions of XLNet are the most weighted
in the ensemble. alBERT has the worst results
but is not penalized too much in the final ensemble
because in some classes it also attains very high val-
ues of micro-F1. In the final ensemble, we used the
normalized F1 scores as weights of the correspond-
ing PLMs: BERT 0.15, alBERT 0.17, RoBERTa
0.19, DeBERTa 0.22 and XLNet 0.27.

4.2 Hardware and Hyperparameters

All the experiments were performed on an NVIDIA
RTX 3090 with 10752 CUDA cores. We selected

384



Team Micro-F1 Macro-F1 Team Micro-F1 Macro-F1
APatt (weighted) I 0.39823 0.29660 APatt (ours) 0.37562 0.12919
NLUBot101 0.39737 0.29273 SheffieldVeraAl 0.36802 0.17194
APatt (not weighted)  0.36895 0.26413 Appeal for attention  0.36299 0.16621
NL4IA 0.37937 0.32936 KInITVeraAl 0.36157 0.13324
PersuasionNLP4SG 0.37790 0.26514 Baseline 0.19517 0.06925
Baseline 0.16125 0.21735

Table 2: Results on the dev set for the subtask 3 for
the English language. Our solution ranks 1% over 18
teams!.

the base version of the PLMs to reduce the compu-
tational time. We decided to use the cased models
because casing might convey expressions of emo-
tion: for example, if we write one or more words
in capital letters it might be because we want to
express anger. We tried different learning rates, but
the best results were obtained with 3 x 1075, We
selected a batch size equal to 16 and we trained our
systems for 10 epochs using the AdamW optimizer
(Loshchilov and Hutter, 2019). We selected a value
7 = 0.2 as classification threshold because, after
multiple experiments with the dev set, we obtained
the best results with this value. The hyperparame-
ters were equal for all the languages.

4.3 Data

The input for all tasks was news and Web articles
in plain text format. Articles were given in six lan-
guages (English, French, German, Italian, Polish,
and Russian) and were collected from 2020 to 2022.
They were gathered from various sources and cover
a variety of popular subjects, such as COVID-19
or the Russo-Ukrainian War, as well as abortion
and migration. They were chosen primarily from
the mainstream media, but also from websites that
media credibility experts have flagged as possibly
disseminating false information.

4.4 Evaluation metrics

This subtask is a multi-label classification task. The
official evaluation measure for this task is micro-F1.
We also report macro-F1.

5 Results

We first report results on the English language. The
introduction of weighting the predictions improved
our results. As we can see from Table 2, we ranked
2" on the dev set when using a standard aver-
age, while we achieved the 1% place by applying a

Table 3: Official results on the test set for the subtask 3
for the English language. Our solution ranks 1% over 22
teams.

Language Micro-F1 Macro-F1 Ranking
German 0.48375 0.17692 4/20
Polish 0.36570 0.14969 6/20
Russian 0.30602 0.11666 7/19
French 0.38414 0.19125 8/20
Italian 0.44094 0.16626 9/20

Table 4: The results of our APatt for the other languages.

weighted average. !

Turning to the test set, according to the official
results, shown in Table 3, our weighted average
system ranked 1%

For the other languages we obtained good results
in German and Polish, as we can see from the per-
formance and the corresponding ranking shown in
Table 4.

5.1 Output

From an analysis of the output of our system it can
immediately be seen how the results are affected
by the distribution of the samples in the dataset.
This is shown clearly in Table 5. If we sort the
class distribution in the dev set from the least fre-
quent (1) to the most frequent (23), we can see that
results are heavily biased towards more frequent
classes. Interestingly, however, we notice that we
obtain a high F1-Score for Appeal To Time without
training samples for this class. On the other hand,
the False Dilemma-No Choice class is in position
16 of the ranking but has an F1-Score of only 0.128.
More in general, it is clear that, for a number of
classes, there are insufficient training samples to fit
the network parameters satisfactorily.

5.2 Data analysis

The training set for the English language is com-
posed of 446 articles, while the dev set of 90 ar-
ticles. As we can see from the label distribution

'This latter result with weighted average was obtained after
the competition was closed.
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Class Ranking F1-Score

Red Herring 10 0.295
Appeal To Time 4 0.462
Repetition 20 0.570
Loaded Language 23 0.574

Table 5: Comparison between the distribution of sam-
ples and the performance of the model on some classes.

0.0 0.1 02 03 04 0.5
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Figure 2: Data distribution of the labels in the English
train set.

in Figure 2, 54% of the paragraphs have no la-
bels, 13% contain the Loaded Language propa-
ganda technique and 7% contain the Name calling
labelling propaganda technique. We noticed that
for the English language, there are techniques that
are not in the training set, such as Appeal to time
and Appeal to values.

Obviously, the distribution of the data depends
on the language under consideration. As also
discussed in other works (Wu et al., 2019), the
dataset imbalance is a problem that needs to be
addressed in this task. However, there is also
a more serious problem: while the labels for
the propaganda techniques were assigned using
annotation guidelines, there are multiple cases
where there is an ambiguity as to which label to
choose, also for a human. Here below we show
and discuss two examples in English:

He vowed that London would remain the
same after March 29 2019, and said the fireworks
display was about “showing the world, while

they’re watching us, that we’re going to carry on
being open-minded, outward looking, pluralistic”.

The prediction of our system is Repetition while
the labels are Repetition, Name Calling Labelling.
From the annotation guidelines, we have the
following definition of Name Calling Labelling:
“a form of argument in which loaded labels are
directed at an individual or group, typically in an
insulting or demeaning way”. The reason why this
propaganda technique is assigned to this paragraph
is not clear. In fact, it contains no words that recall
any type of insult or accusation. Another example
is the following:

There is a chance; as unfortunately there
are many MPs who don’t respect the vote and may
just turn on it, but short of that I don’t see any
way the Conservatives would vote for it, and the
majority is slender as it is, as the DUP is bitterly
against it, and I can’t see the Lib Dems voting for
it, so it will only be if there are enough, what I can
describe as remoaner MPs, that the deal won’t be
dead in the water.

The prediction of our system is Doubt, Loaded
Language, Name Calling-Labeling while the labels
are False Dilemma-No Choice, Loaded Language,
Name Calling-Labeling. Reading this sentence,
from the point of view of a human, it is really diffi-
cult to understand why Doubt is not the right label.
In fact, there are some sentences that express doubt,
such as, for example, if there are enough or there
is a chance. These types of ambiguous annota-
tions can influence the performance of propaganda
detection systems.

6 Conclusion

In this paper, we examined the ability of
Transformer-based language models, and in partic-
ular weighting the predictions of multiple models,
to carry out the task of detecting propaganda tech-
niques in different languages. We showed how the
class imbalance of a dataset can influence the per-
formance of a model on this task. Future work in-
cludes examining more effective methods for solv-
ing the previous issue and also optimizing the value
of the weights on the dev set to improve the perfor-
mance.
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A Pre-trained Language Models

All the selected PLMs were available on hugging-
face 2.

For the English language BERT was pretrained
on the BookCorpus (Zhu et al., 2015) and the En-
glish Wikipedia, like alBERT. RoBERTa on Book-
Corpus (Zhu et al., 2015), CC-News, OpenWeb-
Text (Radford et al., 2019), Stories (Trinh and Le,
2019) and English Wikipedia. XLNet was pre-
trained on BookCorpus (Zhu et al., 2015), English
Wikipedia, Giga5 (Zbiciak and Markiewicz, 2023),
CC-News and ClueWeb. DeBERTa was pretrained
on English Wikipedia, BookCorpus (Zhu et al.,
2015), OpenWebText and Stories (Trinh and Le,
2019).

For the Italian Language BERT was pretrained
on OPUS (Tiedemann, 2012) and OSCAR (Abadji
et al., 2022), while DistilBERT on PAISA (Lyding
et al., 2014) and ItWacC corpora.

2https ://huggingface.co

For the Russian language both RoOBERTa and
BERT were pretrained on the Taiga corpus.

For the Polish language BERT was pretrained on
Polish Wikipedia, a Polish Parliamentary corpus,
OPUS (Tiedemann, 2012) and OSCAR (Abadji
et al., 2022).

For the French language BERT was pretrained
on the French Wikipedia corpus. RoBERTa was
pretrained on the French Wikipedia corpus and on
CC-News.

Finally for the German language BERT was pre-
trained on the German Wikipedia and OpenLegal-
Data corpora, as DistilBERT.

B Ensemble

As shown in the paper the introduction of the en-
semble improved our results in all the languages.
While we showed the improvements only for the
English language, we achieved better results also
in French and German, as we can see from Table 6.

Language No Ensemble Ensemble
French 0.40881 0.43783
German 0.40900 0.43288

Table 6: Official results on the dev set for Subtask 3
for the French and German languages with and without
ensemble. No Ensemble and Ensemble are the values
of Micro-F1 without and with ensemble respectively.
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