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Abstract

Identifying human values behind arguments is
a complex task which requires understanding
of premise, stance and conclusion together. We
propose a method that uses a pre-trained lan-
guage model, DeBERTa, to tokenize and con-
catenate the text before feeding it into a fully
connected neural network. We also show that
leveraging the hierarchy in values improves the
performance by .14 F1 score compared to only
using level 2 values. Our code is made publicly
available here.!

1 Introduction

Humans often come to different conclusions given
the same premise. This variation can be attributed
to their values. Identifying the values behind the ar-
guments is helpful in understanding the argument it-
self. Downstream tasks like supporting or opposing
argument generation can benefit from value iden-
tification. In this task(Kiesel et al., 2023), we aim
to identify 20 value categories in a given premise,
stance and conclusion pair. Data used is collected
from four geographical cultures, manually anno-
tated by (Mirzakhmedova et al., 2023).

This paper proposes a method for multi-label
classification of the premise, stance, and conclu-
sion pairs using Encoder only LMs as a background
model. We use DeBERTa(He et al., 2021), a pre-
trained language model, that has shown remarkable
success in various NLP tasks, including classifica-
tion. The proposed method tokenizes the premise,
stance and conclusion text using the pretrained to-
kenizer, and then concatenates them and feeds it
into the LM, generates a representation of the com-
bined text, and maps it to a set of values using a
fully connected Neural Network. The model is
trained on a Multi-margin loss function and evalu-
ated on metrics such as accuracy, precision, recall,
and F1 score. This approach can potentially result

"https://github.com/pavankandru/values
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Figure 1: Values in the data organized higher level to
lower level.

in a highly accurate and effective NLP model for
identification of values in arguments.

Our major finding from the task is that the hierar-
chy in the values helps with identifying them. We
found that adding 5 high level values Self-direction,
Power, Security, Conformity, Benevolence, Uni-
versalism to the existing 20 values improved per-
formance substantially compared to just using the
20. These 5 values are extracted from labels of
20 values. For example, the value Self-direction:
action belongs to the coarse Self-direction class.
Our model outperformed the 1-Baseline and Ran-
dom Baseline in (Frobe et al., 2023) and performed
similarly to the BERT Baseline.

2 Background

The task involves predicting what values would
have lead humans to come to the given stance and
conclusion when provided with a premise. There
are a total of 20 such values that needs to be identi-
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Figure 2: Values in the data organized higher level to
lower level.

fied in an argument(premise, stance and conclusion
pair). We are also provided with higher level values
which are less nuanced than the required level to
be predicted. Figure 1 shows the various levels of
values present in the data, that are associated with
arguments. We are interested in the level 2 values
in this task.

Following is an example of a premise, stance
and conclusion along with values associated with
the argument. Stance is binary variable with ’in
favor of” and ’against’ as possible values.

premise: Surrogacy should be banned

stance: against

conclusion: Surrogacy should not be banned as it
is the woman’s right to choose if she wishes to do
this for another couple and be compensated.
Level 1 values: Have freedom of action

Level 2 values: Self-direction: action

Level 3 values: Openness to Change

Level 4a values: Personal focus

Level 4b values: Growth, Anxiety-free

3 System Overview

We used an end to end neural approach to predict
the values in an argument. Transformer Language
Models have shown remarkable capabilities in NLP
applications. We make use of Deberta model which
is an encoder only model pretrained on data from
Wikipedia (English Wikipedia), BookCorpus (Zhu
et al., 2015), OPENWEBTEXT (Gokaslan and Co-
hen, 2019), and STORIES (a subset of Common-
Crawl (Zellers et al., 2018)). Joint representations
of premise, stance and conclusion are generated
using Deberta. This is done by concatenating the
premise, stance and conclusion with SEP token

Transformer L1 values L2 values
Layern
T——'—» Classifier Classifier
Transformer )
Layer n-1
F_—>Classifier—> Extracted
Values
Transformer
Layer n-2 Classifier —> L3 values
. Classifier —>L4a values
* Classifier —>L4b values
Transformer
Layer 1
Text

Figure 3: Using Internal Hidden states to feed classifiers
to exploit the Hierarchy in Values

separating them. Concatenated text is then tok-
enized and fed into LM and last hidden state of
CLS token is used as the representation of argu-
ment. This facilitates information exchange be-
tween premise,stance and conclusion while gen-
erating representation of argument. This repre-
sentation then used as input to a Feed Forward
Neural Network with dropout and SiLU activation
function. FFNN maps the representation to 20 log-
its which corresponds to the values. We optimize
Multi Margin Soft Loss to train the model end to
end to perform Multi-label Classification. Follow-
ing are some of the variations of this approach we
tried.

3.1 Extra Classes

Values contain hierarchical information within
them that can help us group some values into a
cluster. We extracted 5 such clusters Self-direction,
Power, Security, Conformity, Benevolence, Uni-
versalism and used these as extra classes while
predicting the values.

3.2 Predicting More Levels of values

Values are hierarchical as seen in Figure 1. We hy-
pothesise that Training models to predict other lev-
els of values along with the ones we are interested
in can help improve the performance on the level
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2 value prediction. We used one classifier head for
each level of values classification. Performance of
model on values of each level are optimized using a
corresponding loss function. Weighted average of
lossses from different levels is minimized to train
the model.

3.3 Using Hidden States of LM

Internal Hidden states of LM can be used to predict
the auxillary losses mentioned in 3.2. (Szegedy
et al., 2015) model proposed this to improve perfor-
mance in deep Neural Networks. In a transformer
with n blocks, we use nth hidden state to predict
level 1 and level 2 values. n-1, n-2, n-3, n-4, n-5
th hidden states to predict the extra classes in 3.1,
level3, level4a and level4b respectively.

4 Experimental Setup

We used the main dataset provided in the task web-
site. It consists of a train split with 5393, a valida-
tion split with 1896 samples and a test split with
1576 samples. Level 2 values has 20 classes with
high imbalance. The maximum class count to mini-
mum class count ratio in train splitis 12 and overall
is approximately 10. This ratio for level 1 is 84,
level 3 is 2, indicating that there is very high imbal-
ance in levels that high number of values. Levels
4a and 4b has almost equal distribution of labels.

Level 3,4a and 4b values are absent for 2024 out
of 5393(37%) arguments in training split. We fill
the missing values with 0,1 values from an uniform
random distribution.

Models mentioned in 3 are optimized using
Adam optimizer with weight decay and learning
rate le-4. DeBERTa model from huggingface(Wolf
etal., 2019) is used and end to end model is trained
with batches of size 16 without any gradient accu-
mulation.

We use Precision, Recall and F1 score as metrics
to evaluate the models as they are resistant to class
imbalance problem when averaged using macro
strategy. Scikit-learn’s (Pedregosa et al., 2011)
Implementation of macro measures are used.We
use performance of models on val split to compare
the models.

5 Results

Table 2 shows the results of our models on val split.
Our Best approach on task official leader board
is presented in Table 1. We can see that adding

extra classes while prediction improved the over-
all F1 score by 14 points compared to not using
them. Adding more levels of values reduced the
performance slightly. This can be due to high per-
centages of missing labels for arguments. We have
submitted the DeBERTa + Extra class model results
and compared them against the test leader board.
Our model performed similar to the BERT baseline
approach proposed by the organisers.

6 Conclusion

In this paper we discuss the task to identify val-
ues in a given premise, stance, and conclusion pair,
which can be useful in downstream tasks like gen-
erating arguments. We found that identifying the
hierarchy in the values improves performance, and
adding 5 high-level values to the existing 20 values
significantly improved the model’s accuracy com-
pared to just using 20. Hierarchical methods did
not perform as expected due to missing high level
values. The proposed approach has the potential to
be an effective NLP model for identifying values
in arguments.
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Best approach 56 .57 71 32 25 66 47 53 38 76 .64 .63 .60 .65 32 .57 43 .73 .82 .46 .52

BERT 42 44 55 .05 20 .56 29 44 13 74 59 43 47 23 .07 46 .14 67 .71 32 33

|-Baseline 26 .17 40 .09 .03 41 .13 .12 .12 .51 40 .19 31 .07 .09 35 .19 .54 .17 22 .46

DeBERTa + Extra Classes .41 .44 .62 .07 .12 47 .33 45 .10 .70 .57 45 42 21 .12 47 21 .67 .73 31 .37

Table 1: Achieved F;-score of team tenzin-gyatso per test dataset, from macro-precision and macro-recall (All)
and for each of the 20 value categories. Approaches in gray are shown for comparison: an ensemble using the best
participant approach for each individual category; the best participant approach; and the organizer’s BERT and
1-Baseline.
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DeBERTa 26 .62 .11 .12 .16 .07 .07 .07 .04 .00 .01 .72 .62 .55 .46 .00 .17 .54 .56 .31 .04
DeBERTa+Extra Classes .43 .43 .56 .25 .39 .59 .25 .37 .20 .70 .60 .41 .49 .15 .08 .52 21 .63 .70 .14 .48
DeBERTa+All Levels .24 .23 41 .00 .00 .47 .16 .13 .00 .57 .41 .17 39 .00 .00 .50 .25 .53 .00 .21 0.33
Hierarchichal 25 31 .41 .00 .00 44 .19 20 .06 .54 49 .18 .36 .00 .05 .40 .26 .56 .06 .22 33

Table 2: Val split evaluation metrics for each of the 20 value categories.
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