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Abstract

Human values identification from a set of argu-
ment is becoming a prominent area of research
in argument mining. Among some options, val-
ues convey what may be the most desirable
and widely accepted answer. The diversity of
human beliefs, random texture, and implicit
meaning within the arguments make it more
difficult to identify human values from the argu-
ments. To address these challenges, SemEval-
2023 Task 4 introduced a shared task ValueEval
focusing on identifying human value categories
based on given arguments. This paper presents
our participation in this task where we propose
a fine-tuned DeBERTa transformers-based clas-
sification approach to identify the desired hu-
man value category. We utilize different train-
ing strategies with the fine-tuned DeBERTa
model to enhance contextual representation on
this downstream task. Our proposed method
achieved competitive performance among the
participants’ methods.

1 Introduction

In human decision-making, values play a crucial
role. The meaning of values often refers to any
individual’s personal beliefs and priorities about
any argument which tends to go to the conclusion
of that argument (Teze et al., 2019). The conclu-
sion may vary from person to person though the
arguments are the same. Identifying human value
categories which drive a human being to conclude
an argument and make perspective decisions is very
crucial to build a value-driven artificial intelligence
(AI) agent to mitigate future security risks from
those Al agents. Nevertheless, it is beneficial for
various NLP tasks also including argument mining,
sentiment analysis, political discourse analysis, per-
sonality analysis, and marketing analysis.
However, identifying human values from the ar-
guments is the most challenging and prominent

**The first two authors have equal contributions.

task in NLP. Because of the large variety and het-
erogeneity of personal beliefs which may be am-
bivalent for the same group of people regarding
their personal experiences, this task becomes chal-
lenging. To address the challenges of human values
identification from arguments Kiesel et al. (2023)
introduce a shared task ValueEval at SemEval-
2023 !. The task is composed of three categories of
tracks including the argument test, Nahj al-Balagha
test, and New York Times test datasets. Here, the
argument test considers the main dataset for this
task. To categorise the arguments, this task articu-
lates 20 fixed categories of values which are shown
in Figure 1.

Premise: Nuclear weapons help keep the peace in uncertain times
Conclusion: We should fight for the abolition of nuclear weapons

Stance: Against
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Figure 1: Example and categories of the human value
of ValuEval shared tasks. Here highlighted categories
indicate the desired value categories of the example.

The task introduces the relation between a
premise argument and a conclusion argument
where the stance conveys that the conclusion is in
favor of or against the premise. In the following ex-
ample, "nuclear weapons help keep the peace in un-
certain times" the argument is considered a premise
and the conclusion is "We should fight for the aboli-
tion of nuclear weapons", which is a stance against

"https://touche.webis.de/semeval23/touche23-
web/index.html
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Figure 2: Overview of proposed method
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Figure 3: Input representation of our proposed method.

the premise tenor since many people agree that nu-
clear weapons have the potential to damage human
civilization. In spite of this, the dataset assumes
that the conclusion stance is against the premise for
the reasons of Security: societal, and Universalism:

concern values.

Prior works (Kiesel and Alshomary, 2022;
Handke and Stein) of identifying human values
based on arguments only explored theoretical and
manual aspects but never attempted to build an
automated classification system. However, we pro-
posed a DeBERTa-v3 transformer-based automated
classification system in this paper to classify human
values based on three parameters premise, conclu-
sion, and stance. We also used different training
strategies including cross-fold training and multi-
sample dropout training strategies to train our pro-
posed method.

Accordingly, the remaining sections of the paper
are organized as follows: Section 2 introduces our
proposed system for automatically identifying hu-
man value from given arguments, while Section 3
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presents our system design and parameter settings,
which is followed by Section 4 where we discuss
our results, and performance analysis. Finally, we
conclude with some future directions in Section 5.

2 Human Values Identification
Framework

In this section, we describe our proposed human
values identification framework. This task is de-
signed to be a multi-label classification task. The
purpose of this study is to determine what human
values are present in the argument provided. A
brief overview of the proposed framework we have
developed in this work is depicted in Figure 2.

In our proposed framework, we use a sentence
pair training concept in the transformer models in
order to perform human values identification. The
idea behind this concept is to pack together the
input premise, stance, and conclusion into one se-
quence as shown in Figure 3. In our approach,
we employ a pre-trained transformer model, De-
BERTa, in order to extract contextual features from
packed sequences based on given contexts. The De-
BERTa model has been fine-tuned for the human
value identification task so that it captures domain-
specific information about human values within the
context. In addition to the extracted feature vec-
tors, we later use a multi-sample dropout (Inoue,
2019; Du et al., 2022) procedure to improve the
generalization ability of the system output. To pre-
dict class confidence, a classification head averages
the feature vectors from the multi-sample dropout.
A cross-fold training technique reduces the error
rates associated with class label prediction (Reul
et al., 2018). In order to improve prediction per-
formance, we employ a 5-cross-fold training in
our method. Finally, for the effective fusion of the
class confidences, we take the arithmetic mean of
the prediction scores obtained from each trained
model for each fold.

2.1 Transformers Model

Unlike other models, transformer models are ca-
pable of distilling long-term dependencies and im-
proving the relationship between the words in a
sentence by incorporating multi-head attention and
positional embedding mechanisms. In order to
obtain the contextualized features representation
of argument context, we fine-tuned the DeBERTa
transformer model.

2.1.1 DeBERTa

DeBERTa (He et al., 2020) stands for decoding en-
hanced BERT with disentangled attention. Using a
disentangled attention mechanism and an enhanced
mask decoder, it improves the BERT and RoBERTa
models. This study utilized the enhanced version of
the DeBERTa model, known as DeBERTa-V3 (He
et al., 2021). The DeBERTa-V3 model utilized
the ELECTRA style pre-training. In DeBERTa-
V3, the ELECTRA model’s mask language mod-
eling (MLM) has been replaced with a replaced
token detection (RTD) strategy. In order to deter-
mine whether an input token is original or if it has
been replaced by a generator, the model is trained
as a discriminator. In addition, it implements the
gradient-disentangled embedding sharing (GDES)
method, which allows embeddings to be shared be-
tween generators and discriminators. As a result
of this unidirectional sharing, the generator shares
its embeddings with the discriminator, but the dis-
criminator has the ability to only backpropagate the
embeddings. With the above component changes,
the DeBERTa model has been able to achieve sig-
nificant improvements in many downstream tasks.
Motivated by this, we intend to extract the feature
representation of the arguments by using Hugging-
face’s (Wolf et al., 2019) implementation of the
microsoft/deberta-v3-large checkpoint 2. In the em-
bedding layer, it consists of 24 transformer blocks,
a hidden size of 1024, and 131M parameters as
well as a vocabulary of 128K tokens.

2.2 Different Training Techniques

Several studies (Du et al., 2022) have demonstrated
that the transformer model performance can be
improved using various training strategies. In order
to achieve this, we utilized two different training
strategies, including multi-sample dropouts and 5-
cross-fold training.

2.2.1 Cross-fold Training

We employ a stratified cross-fold training strat-
egy (Sechidis et al., 2011; Pikrakis and Theodoridis,
2014; Reul et al., 2018) in our proposed method to
reduce the error rates during the model training pro-
cess, thus improving the robustness of our model.
By taking samples from these disjoint groups, it
preserves the proportion of disjoint groups within
a population. As opposed to training a model with
the full dataset, this method basically uses the train-

Zhttps://huggingface.co/microsoft/deberta-v3-large
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ing sample to create a bunch of folds and each
fold is then used to train the model with each fold
dataset. As a result, it makes a significant contribu-
tion to the tuning of hyperparameters and accord-
ingly captures the diversity of contexts associated
with this task effectively. In our method, we utilize
five-fold stratified multi-label cross-fold training.

2.2.2 Multi-sample Dropout

In deep neural networks, dropout is one of the
most efficient regularization instruments for pre-
venting overfitting. It works by randomly discard-
ing neurons during training; as a result, general-
ization occurs because neurons no longer depend
on one another. The multi-sample dropout-based
training strategy (Inoue, 2019) increases general-
ization ability and speeds up the training of the
base model over the original dropout, which in
turn enhances the overall performance of the sys-
tem. Using this training strategy, we apply five
dropout samples to our transformer-based model.
Following the dropout layer, we duplicate the fea-
tures vector of the transformer model, sharing the
weights between the five duplicated fully connected
layers. A final loss can be obtained by aggregating
all the losses observed in each sample and taking
the average of all these losses.

3 Experimental Setup

In this section, we now describe the dataset and
hyper-parameters settings we have used in our pro-
posed method in brief.

3.1 Dataset Description

To evaluate the performance of participants’ sys-
tems at the ValueEval-2023 shared task (Kiesel
et al.,, 2023) in SemEval-2023, the organiz-
ers utilized a benchmark dataset (Mirzakhme-
dova et al., 2023) based on Webis-ArgValues-
22 (Kiesel et al., 2022) published in ACL-
2022. Table 1 summarizes the statistics of the
dataset. The dataset comprises a cross-cultural
value taxonomy including Africa, China, India,
and USA cultures. Each sentence is annotated
with 54 values in 20 categories including Self-
direction: thought, Self-direction: action, stimu-
lation, hedonism, achievement, power: dominance,
power: resources, face, security: personal, secu-
rity: societal, tradition, conformity: rules, confor-
mity: interpersonal, humility, benevolence: car-
ing, benevolence: dependability, universalism: con-
cern, universalism: nature, universalism: tolerance,

and universalism: objectivity. Organizers provide
three subsets of test data including arguments-test,
test-nahjalbalagha (Nahj al-Balagha), and test-nyt
(New York Times news). However, arguments-test
is the base test set of ValueEval-2023.

Category Data
Train 5393
Validation-zhihu 100
Arguments-test 1576
Test-nahjalbalagha 279
Test-nyt 80
Total 7428

Table 1: The statistics of used dataset in ValuEval-2023
shared task.

3.2 Experimental Setting

We are now going to present a detailed descrip-
tion of our experimental settings and the hyper-
parameter settings that we have applied in the fine-
tuning strategy to design our proposed system to
be used for the ValueEval 2023 shared task (Kiesel
et al., 2023). We fine-tune a state-of-the-art Hug-
gingface (Wolf et al., 2019) transformers model
named DeBERTa for this task. For reproducible
results, we used a CUDA-supported GPU and set
the manual seed equal to four. Table 4 in the ap-
pendix, we present the optimal parameter settings
for our proposed model based on the validation
data. We have used AdamW optimizer (Kingma
and Ba, 2014) with a weight decay. The maximum
patience number of early stopping is set to 5. We
use the dropout range of 0.1 to 0.5, in the multi-
sample dropout training. Later, in our 5-cross-fold
training phase, we combine the training and devel-
opment data for efficient training.

3.3 Evaluation Measure

The ValueEval 2023 shared task organizers em-
ployed various standard evaluation metrics includ-
ing the F1-score, precision, and recall to evaluate
the participants’ systems. However, averaging over
all value categories, the averaged F1-score is con-
sidered the primary evaluation measure of this task.

4 Experimental Results and Analysis

4.1 Overall Result

In this section, we analyze the comparative perfor-
mance of our proposed CSECU-DSG (team fazlur-
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Main
Best per category .59 .61 .71 .39 .39 .66 .50 .57 .39 .80 .68 .65 .61 .69 .39 .60 .43 .78 .87 .46 .58
Best approach 56 .57 71 .32 .25 .66 47 .53 .38 .76 .64 .63 .60 .65 .32 .57 43 .73 .82 .46 .52
BERT 42 .44 55 .05 .20 .56 29 44 13 74 59 43 47 23 .07 46 .14 .67 71 32 33
1-Baseline 26 .17 40 .09 .03 41 .13 .12 .12 .51 40 .19 .31 .07 .09 .35 .19 .54 .17 22 .46
CSECU-DSG 49 54 .69 .12 .26 .60 .32 .48 .02 .77 .66 .64 .53 .29 .08 .55 .28 .78 .82 .37 .51
Adam Smith 56 .59 .71 22 .29 .66 48 .52 .30 .79 .67 .65 .61 .61 .19 .60 .36 .74 .84 41 .53
John Arthur .55 .56 70 .27 25 .65 .50 .52 .39 .76 .60 .63 .60 .69 24 .55 41 .74 .86 .44 .58
Stanley Grenz .50 .55 .67 .10 .29 .61 .34 49 .18 .77 .65 .62 .52 .29 .12 57 23 .75 .79 38 42
Prodicus A48 53 .61 .07 27 54 32 41 .15 73 .62 .54 51 .35 .11 .53 .15 73 .78 37 43
Noam Chomsky .47 .51 .59 .15 28 .59 .36 47 22 .72 .61 .48 .56 .36 .15 .51 .23 .71 .78 40 41
Quintilian .38 .49 .58 .00 .00 .58 23 .44 .00 .66 .52 47 49 .00 .00 41 .30 .65 .64 .38 45
Nahj al-Balagha
Best per category .48 .18 .49 .50 .67 .66 .29 .33 .62 .51 .37 .55 .36 .27 .33 41 38 .33 .67 .20 44
Best approach 40 .13 49 40 .50 .65 .25 .00 .58 .50 .30 .51 .28 .24 .29 .33 .38 .26 .67 .00 .36
BERT 28 .14 .09 .00 .67 41 .00 .00 .28 .28 .23 .38 .18 .15 .17 .35 .22 .21 .00 .20 .35
1-Baseline 13 .04 .09 .01 .03 41 .04 .03 .23 38 .06 .18 .13 .06 .13 .17 .12 .12 .01 .04 .14
CSECU-DSG 229 .15 .29 .00 .40 .57 .00 .00 .00 .41 .24 .00 .25 .00 .09 .36 .38 .28 .67 .00 .28
Adam Smith 40 .13 .49 40 .50 .65 .25 .00 .58 .50 .30 .51 .28 .24 .29 .33 .38 .26 .67 .00 .36
Stanley Grenz .35 .16 .39 .00 .36 .64 .25 .00 .30 48 .26 .40 .28 .22 .22 .36 .25 .33 .67 .00 .44
Prodicus .30 .17 .33 .00 .40 .59 .00 .00 .37 .42 .27 .53 .26 .07 .00 .38 .35 .23 .00 .17 .41
Noam Chomsky .26 .09 .14 .00 44 .54 .10 .13 24 50 .19 42 30 .13 .13 .34 22 21 .20 .11 32
Quintilian .20 .03 .16 .00 .10 .46 .13 .20 .14 .38 .19 .49 .19 .00 .24 .25 .16 .18 .00 .00 .22

Table 2: F;-score of team fazlur-rahman (CSECU-DSG) per test dataset along with other selected participant’s
method and baselines, from macro-precision and macro-recall (All) and for each of the 20 value categories.
Approaches in gray are shown for comparison: an ensemble using the best participant approach for each individual
category; the best participant approach; and the organizer’s BERT and 1-Baseline.

rahman) system in the ValueEval-20223 (Kiesel
et al., 2023) human values identification shared
task. The comparative performance of our pro-
posed CSECU-DSG system on test data against
other participants’ systems and baseline systems
are presented in Table 2.

In ValueEval-2023, we made submissions for
the argument-test and test-nahjalbalagha test sub-
set. Initially, we presented the performance of
the highest-performing participant approach for
each individual category, the best participant ap-
proach, as well as the organizer’s BERT and 1-
Baseline approaches. Then, we present our pro-
posed CSECU-DSG (team fazlur-rahman) method
performance based on F1-score. We also presented
the performance of selected participating systems
in ValueEval-2023. Based on the primary evalua-

tion metric averaged F1-score on argument-test and
test-nahjalbalagha test subsets, the best-performing
system, Adam Smith achieved 0.56 and 0.40, re-
spectively. Our proposed system obtained 0.49 and
0.29 on the argument-test and test-nahjalbalagha
test subsets, respectively. According to this anal-
ysis, we can observe that our proposed method
achieved competitive performance in comparison
with the other selected systems and baseline ap-
proaches. This deduces the applicability and gen-
eralizability of our system for the human values
identification task.

4.2 Discussion

We have performed various ablation studies on dif-
ferent folds cross-fold training strategies and the
performances are shown in Table 3. We employ 5-
cross-fold training for our proposed CSECU-DSG

1992



Method Average F1-score

CSECU-DSG (5-Fold) 0.49

Performance of different folds cross-fold training

3-Fold 0.45
2-Fold 0.13

Table 3: Performance analysis of different folds cross-
fold training against the argument-test dataset.

method which achieved a 0.49 averaged F1-score
on the base test subset whereas the ablation study
shows that 3-fold and 2-fold scored 0.45 and 0.13
averaged F1-score respectively. These results de-
duce the effectiveness of our 5-cross-fold training
strategies. Because of too many labels, lower cross-
fold training drastically failed to acquire complex
pattern knowledge since the labels of the dataset
are also imbalanced. It is the reason when we re-
duce the number of folds the results is also dropped.
However, from 3-fold to 2-fold results are dropped
by a large margin cause in 2-fold training simi-
lar kinds of tokens are overlapping multiple times
which may be hampered model learning.

5 Conclusion

This paper presents our approach to the human
values identification task. We tackled the prob-
lem using sentence pair training of a transformer
model. We fine-tuned the DeBERTa transformer
model with various training techniques including
cross-fold training and multi-sample dropout. By
using pairwise learning, we exploited the contex-
tual relation between three texts in order to esti-
mate human value categories. Experimental results
demonstrated the efficacy of our DeBERTa-based
proposed method. Our method achieved competi-
tive performance compared to other participants.

In the future, we will implement other SOTA
transformer models and also combine multiple
transformer models into a unified architecture.
Weighted average fusion could capture better argu-
ments for all human values classes since the dataset
is imbalanced.
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A Appendix

Hyper-parameters and their optimal value of our

proposed method.

Hyper-parameter Optimal Value
Learning rate 3e-5
Max-len 128
Number of epochs 5
Batch size 2
Manual seed 4
Number of fold 5
weight decay 0.01
Dropout 0.1,0.2,..,0.5

Table 4: Model settings for ValueEval-2022 shared task.
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