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Abstract

This paper describes the NER system designed
by the CAIR-NLP team for submission to Mul-
tilingual Complex Named Entity Recognition
(MultiCoNER II) shared task, which presented
a novel challenge of recognizing complex,
ambiguous, and fine-grained entities in low-
context, multi-lingual, multi-domain dataset
and further evaluation on the noisy subset. We
propose a Multi-Objective Joint Learning Sys-
tem (MOJLS) for NER, which aims to enhance
the representation of entities and improve la-
bel predictions through joint implementation
of a set of learning objectives. Our official sub-
mission MOJLS implements four objectives.
These include, representation of the named en-
tities should be close to its entity type definition,
low-context inputs should have representation
close to their augmented context, and also min-
imization of two label prediction errors, one
based on CRF and another biaffine based pre-
dictions, where both are producing distribu-
tions over the output labels. The official results
ranked our system 2nd in five tracks (Multilin-
gual, Spanish, Swedish, Ukrainian, and Farsi)
and 3rd in three tracks (French, Italian, and
Portuguese) out of 13 tracks. Also evaluation
on the noisy subset, our model achieved rela-
tively better ranks. Official ranks indicate the
effectiveness of the proposed MOJLS in deal-
ing with the contemporary challenges of NER.

1 Introduction

Named Entity Recognition (NER) is an estab-
lished natural language processing task that aims
to locate entity mentions by marking entity-span
boundaries and further classify them into corre-
sponding entity types from a set of pre-defined
entity categories in unstructured text (Wang et al.,
2022b). NER is a critical building block in In-
formation Extraction, and Knowledge-base con-
struction pipeline (Lample et al., 2016). The Se-
mEval 2023 Task 2: Multilingual Complex Named

Entity Recognition (MultiCoNER-II) presented a
novel challenge of building a NER system cover-
ing 33 fine-grained categories over 12 languages,
namely English, French, Spanish, German, Italian,
Portuguese, Ukrainian, Swedish, Chinese, Farsi,
Hindi, Bangla and also in multilingual setting in
13 tracks (Fetahu et al., 2023b). MultiCoNER-II
task presents a host of real-world contemporary
challenges in terms of (1) Low-context sentences
(short and uncased text), (2) Syntactically complex
and ambiguous fine-grained entities, (3) Entities
having a large long-tail distribution and evolving
nature, (4) Multi-linguality, (5) Evaluation on a
noisy subset, where inputs are corrupted with noise
either on context tokens or entity tokens, and (6)
Limited training examples per language.

In this paper, we propose a Multi-Objective Joint
Learning System (MOJLS) for NER, which aims
to learn an enhanced representation of low-context,
fine-grained entities and thereby improves recog-
nition. We considered four training objectives.
Minimization of (1) Representation gaps between
the entities to the corresponding entity type def-
inition (ETD) using KL divergence loss, where
ETD is extracted from external knowledge bases,
(2) Representation gaps between input sentence
and input augmented with entity context, extracted
through external information (3) Conditional Ran-
dom Field (CRF) label prediction loss using nega-
tive log-likelihood loss function (4) Biaffine layer
label prediction loss using Cross-Entropy (CE) loss
function. Our multilingual NER model is trained
by fine-tuning a large multilingual pre-trained lan-
guage model (PLM) over the multilingual NER
dataset by minimizing the combined losses from
all the four loss functions. Further, monolingual
NER models are trained by fine-tuning the multilin-
gual model using the corresponding monolingual
data. We make the following observations based
on experiments carried out.

1. MOJLS produced improved representation

1926



Figure 1: Architecture of our NER system

and prediction performance.
2. The objective of having the representation of

entities close to its entity type definition by jointly
minimizing representation gaps between an entity
and the corresponding type-definition representa-
tion enhanced performance by 2.5% and made the
representation of entities within an entity type close
to each other.

3. MOJLS could handle noise better and general-
ize well. Our model showed an average degradation
of 6.39% on the noisy subset compared to the clean
subset in contrast to the 7.26% degradation seen in
the 1st-ranked submissions.

4. Adding relevant external information to
the context-deprived entities (entity context
augmentation) improved performance by 7.35%.

The official results show that the CAIR-NLP
system ranked 2nd in five tracks (Multilingual,
Spanish, Swedish, Ukrainian, and Farsi) and 3rd

in three tracks (French, Italian, and Portuguese)
out of 13 tracks. Also, our model achieved better
ranks on noisy subset evaluation, 2nd in five
tracks (Spanish, Swedish, French, Italian, and
Portuguese) and 3rd in one track (English) out of
the 8 tracks.

Related work is presented in the appendix sec-
tion.

2 Task Setup and Dataset

SemEval 2023 Task 2: MultiCoNER II Mul-
tilingual Complex Named Entity Recognition
presented the challenge of developing NER
systems for 33 fine-grained categories across
12 languages, namely English, French, Spanish,

German, Italian, Portuguese, Ukrainian, Swedish,
Chinese, Farsi, Hindi, Bangla and also multilingual
setting, focusing on recognizing semantically
ambiguous and complex entities in low-context
setting. Table 2 and Table 3 in the appnedix section
show the list of coarse, fine-grained entity types
and statistics of MultiCoNER II dataset.

3 System Description

This section introduces our Multi-objective Joint
Learning System for NER. The overall architecture
of the proposed system is shown in Figure 1. The
details of each building block are described below.

3.1 Entity Context Augmentation
The average length of the training and develop-
ment data set is around 40 tokens and lacks ade-
quate entity context. So to have a better representa-
tion entities, we suitably augmented entity context
and used a search engine based text retrieval ap-
proach (Wang et al., 2021), where input sentence
is placed as query, and retrieved text is collected.
Further, to retrieve most semantically similar texts,
BERTScore (Zhang* et al., 2020) is used to esti-
mate the relatedness of each retrieved text to the
input sentence. Finally, top-k-ranked texts are ap-
pended to the input sentence with the separator
token [EOS].

A = [a1, a2, .., ak]

XA = [X[EOS]A] (1)

where XA is the input sentence augmented with
external context, X is the input sentence, A is the
related texts retrieved for augmentation, ai repre-
sents the augmented sentence i and k is the number
of sentences selected for augmentation.
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To reduce retrieval time, we utilized the aug-
mented data readily available from modelscope
package1, which implemented the above strategy
and maintained a public repository of entity context
for the MultiCoNER-II data set.

3.2 Entity Type Definition
To have a better representation and further disam-
biguation of fine-grained entities, we setup the ob-
jective that all entities belonging to a particular en-
tity type should have representation close to each
other. To realize this objective, we prepared an
external knowledge base called Entity Type Defi-
nition (ETD) for each entity type capturing basic
definitions, alias names, and relation types with
other concepts. Each entity’s definition and alterna-
tive names are taken from Wikidata, while relation
- “ISAType” - are taken from ConceptNet (Speer
et al., 2017). Each “ISAType” relation of the entity
in ConceptNet has a weighted score assigned to it.
We chose only the types with weight score greater
than 1. A sample ETD for the SportsManager type
is shown in Figure 2.

Figure 2: Entity Type Information of SportsManager

3.3 Multi-Objective Joint Learning
We propose a multi-objective joint learning strat-
egy for the MultiCoNER-II task. A pre-trained
language model(PLM) XLM-R (Conneau et al.,
2020) is used to get the initial embeddings for all
13 tracks.

Let the input sentence be X of n tokens
X = x1, .., xn and the related augmented sen-
tences be A of length k, A = a1, .., ak extracted
from modelscope package. ET is the entity type
definition retrieved from Wikidata and ConceptNet.
ET = ET1, ET2, .., ETc where c is the number
of entity types, including the non-entity type
(Others). We concatenate the input sentence X and
related sentence A using separator token [EOS]
to generate extended input XA = X[EOS]A.

1https : //modelscope.cn/

We feed the input sentence X, extended input
XA and Entity Type Definition ET to the PLM
individually to get the embeddings X ′, X ′

augA
′,

and ET
′
. The module then feeds the embeddings

X ′ and the input sentence embeddings X ′
aug from

X ′
augA

′ into a feed-forward layer to obtain the
projected embeddings X ′′ and X ′′

aug.

(A) Objective-1 : Representation loss mini-
mization between input and augmented input
To have a representation of input (X ′′) close to its
augmented input (X ′′

aug), we set up the objective of
minimizing KL divergence between X ′′ and X ′′

aug.
This setting aims to make sentence representation
without external context close to the representation
with external context and is expected to improve
model performance when no external contexts are
available. This strategy is similar, though not identi-
cal, to the one used in cooperative learning method-
ology (Wang et al., 2021). Contrary to the coopera-
tive learning approach, our model backpropagates
the gradient for fine-tuning the representations.

KLloss1 = D(X ′′, X ′′
aug) = KL(X ′′, X ′′

aug) (2)

where D is the distance function, X ′′ and X ′′
aug are

the output embeddings of the input sentence with
and without external context. Softmax function
is used to convert embedding values to positive
numbers between 0 and 1, before applying KL loss.

(B) Objective-2: Representation loss mini-
mization between the entity and its type

To realize the idea that all entities belonging to a
particular entity type should have a representation
close to each other, we set up the objective of min-
imizing the distance between the representations
of the entity tokens and their corresponding entity
types, obtained from the representation of ETD.
The entity type ETi = [CLS] defintion <EOS>
alias <EOS> relation_types <EOS>. We use the
[CLS] token embeddings to represent a particular
entity type et′i = ET ′

i [CLS]. The loss is given by:

KLloss2 = D(x′i, et
′
i) = KL(x′i, et

′
i) (3)

where D is the distance function, the x′i and et′i
are the representations of the token xi, and its
type ETi, and p is the number of entity types in
the dataset. In our model, KL divergence is used
as the distance function, with embedding values
converted between 0 and 1 using softmax function.
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(C) Objective-3: Label loss minimization
from Biaffine model predictions

We employ a Biaffine model (Yu et al., 2020)
over the sentence and entity type embeddings to
create an l ∗ c scoring tensor tc, where the l is
the length of sentence and c is the number of entity
types. We compute the score by using the following
equation:

tc = X ′
augUcET ′T + VcX

′
aug + bc (4)

where X ′
aug and ET ′ are the embeddings of the

input sentence and the entity types, respectively. Uc

and Vc are weight tensors of dimension d×d tensor
and d× c where d is the feature dimension of the
input sentence. bc is the bias vector of dimension c,
respectively. The tensor tc provides scores for all
possible types a token can be tagged. We select the
type having the maximum score.

y(i) = argmax tc(i) (5)

The model is trained to minimize the cross-entropy
loss of the correct label sequence:

pc(ic) =
exp(tc(ic))
c∑

j̃=1

exp(tc(ij̃))

CEloss = −
n∑

i=1

c∑

j=1

yic log pc(ic) (6)

(D) Objective-4: Label loss minimization
from CRF predictions To setup the CRF label
error minimization objective, the representation
X ′′

aug is fed to linear chain CRF layer to obtain
the conditional probability pθ(y|Xaug′′). CRF’s,
conditional probability is modeled by defining a
feature map that maps an entire input sequence
Xaug′′ paired with an entire state sequence y
to some d-dimensional feature vector. Then we
can model the probability as a log-linear model
with the parameter vector. For a series of tokens
Xaug′′ = (x′′1, x

′′
2, .., x

′′
n), we obtain a series of

predictions y = (y1, y2, ..., yn)

As described in (Lample et al., 2016), the score
of the entire sequence is defined as

S(X ′′
aug, y) =

n∑

i=0

Tyi,yi+1 +

n∑

i=0

Pi,yi (7)

where element Tij signifies the transition score
from the ith label to the jth label and Pi signifies

the emission scores from the ith token to the jth la-
bel. The two additional states in T are a sequence’s
start and end states.

The model is trained to maximize the log
probability of the correct label sequence:

log(p(y|X ′′
aug)) = S(X ′′

aug, y)− log(
∑

ỹ∈Yx

eS(X
′′
aug ,ỹ))(8)

CRFloss = log(p(y|X ′′
aug))(9)

where Yx are all possible label sequences in
the dataset.

The total loss in training is the summation of all
the loss in Eq.2, 3, 6 and 9

Totalloss = KLloss1 +KLloss2 + CEloss + CRFloss(10)

and the overall training objective is to mini-
mize the total loss.

4 Experimental Setup

4.1 Data Resources
The official data set (Fetahu et al., 2023a) is only
used to train our NER models for all 13 tracks.
Table 3 in the appendix section shows statistics
of MultiCoNER II train, dev and test sets. For
context augmentation, the modelscope package is
used. We also created an Entity Type Definition
knowledge base for each entity using Wikidata and
ConceptNet.

4.2 Training
The MultiCoNER-II task comprises training
NER models covering 12 languages along with a
multilingual model.

Base Model (Configuration 1) : Our base
model is trained with CRF loss and adapting
multistage fine-tuning strategy (Wang et al.,
2022a), where we initially trained the multilingual
model. Then the monolingual models are trained
by fine-tuning the best multilingual model. This
training strategy aided in reducing of training
time and enhanced model performance. The
multilingual model is trained for 30 epochs with
an early stop criterion after the 10th epoch, and the
monolingual models are trained for only 5 epochs
over the multilingual model. The early stopping cri-
terion stops the training when the performance on
the validation set continues to degrade for 5 epochs.
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Lang/
Dataset EN ES SV UK PT FR FA DE ZH HI BN IT MULTI

Clean Subset F1 81.29 85.03 84.54 81.29 81.73 84.67 77.5 74.71 62.89 72.23 69.46 85.08 79.16
Noisy Subset F1 74.89 80.66 79.75 - 77.1 79.54 - - 44.74 - - 81.0 -
Overall F1 79.33 83.63 82.88 81.29 80.16 83.08 77.5 74.71 58.43 72.03 69.46 83.78 79.16
Overall Rank (Official) 4 2 2 2 3 3 2 7 13 8 10 3 2
Rank on Noisy Subset (Official) 3 2 2 - 2 2 - 10 - - 2 -

Table 1: Official evaluation results on clean, noisy subsets, overall macro F1 score and ranks

Context Augmentation (Configuration 2):
We enhanced our base model by adding context
information and minimizing the representation
gaps between input and input augmented with
context, using KL divergence loss.

Entity Type Definition and Biaffine predic-
tions (Configuration 3): We further enhanced our
model by adding Entity Type Definition and the
learning objective that all entities belonging to a
particular entity type should have a representation
close to each other and used KL divergence loss
along with additional biaffine-based label predic-
tion loss. The hyper-parameters used for the train-
ing are shown in Table 4 in the appendix section.

4.3 Evaluation

The evaluation measure used by the task organizer
is the macro averaged F1 score at the entity level,
unlike CoNLL NER dataset. Also, evaluation is
carried out for clean and noisy subsets, and teams
are ranked based on the overall macro F1 scores.

5 Results and Analysis

5.1 Official Results

CAIR-NLP team’s official results on the SemEval
2023 Task 2 : MultiCoNER II for all the 13 tracks
are captured in Table 1. The official results placed
our system 2nd in five tracks (Multilingual, Span-
ish, Swedish, Ukrainian, and Farsi) and 3rd in three
tracks (French, Italian, and Portuguese) out of 13
tracks.

5.2 Performance on Clean and Noisy Subsets

Language-wise performance on the official clean,
noisy evaluation subsets and overall macro F1
scores are captured in Table 1. Official results (Fe-
tahu et al., 2023b) show that our model performed
relatively better on noisy subsets than other teams.
On account of performance degradation on the
noisy subset as compared to the clean subset, our
model showed an average degradation of 6.39%

as compared to the 7.26% degradation seen in the
top-ranked submissions.

Due to space constraint, extended analysis of the
results is presented in the appendix section.

6 Conclusion

For low-context, complex, ambiguous, and often
noisy entities, relying solely on pre-trained lan-
guage models to achieve competitive NER per-
formance is insufficient. Enhancement of entity
context and refined representation of fine-grained
entities using external knowledge bases and infor-
mation sources are critical for achieving enhanced
performance. A multi-objective joint learning strat-
egy with suitable objectives for the overall label
predictions along with set of intermediate objec-
tives can enhance the performance. Specifically for
MultiCoNER II shared task, context augmentation
improved the performance by 7.47%. The objec-
tive of having a representation of all fine-grained
entities close to each other within an entity type,
additionally enhanced performance by 2.78% and
aided well in dealing with input noise and better
generalization. Adding other suitable objectives
in our MOJLS formulation, better augmentation
strategies, and use of external knowledge bases are
likely to enhance performance further.
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Appendix

6.1 Dataset
MultiCoNER II dataset comprises of 6 coarse-
grained and 33 fine-grained categories across 12
languages. Table 2 show the list of coarse, fine-
grained entity types. The statistics of the train,
dev and test data sets are given in Table 3. The
evaluation test set comprised both clean and noisy
subsets. Noisy subsets include sentences corrupted
with noise on context or entity tokens.

Coarse Level Fine Level

Person (PER)
Scientist, Artist, Athlete, Politician, Cleric,
SportsManager, OtherPER

Product (PROD) Drink, Food, Vehicle, Clothing, OtherPROD

Group (GRP)
MusicalGRP, ORG, PublicCorp, SportsGRP,
AerospaceManufacturer, CarManufacturer,
PrivateCorp

Creative Work (CW)
VisualWork, WrittenWork, MusicalWork,
Software, ArtWork

Location (LOC)
Facility, HumanSettlement, Station,
OtherLOC

Medical (MED)
Medication/Vaccine, MedicalProcedure,
AnatomicalStructure, Symptom, Disease

Table 2: List of coarse and fine-grained entity types

Code Language Train Dev Test
BN Bangla 9,708 507 19,859
DE German 9,785 512 20,145
EN English 16,778 871 2,49,980
ES Spanish 16,453 854 2,46,900
FA Farsi 16,321 855 2,19,168
FR French 16,548 857 2,49,786
HI Hindi 9,632 514 18,399
IT Italian 16,579 858 2,47,881
PT Portuguese 16,469 854 2,29,490
SV Swedish 16,363 856 2,31,190
UK Ukrainian 16,429 851 2,38,296
ZH Chinese 9,759 506 20,265
Multi Multilingual 1,70,824 8,895 3,58,688

Table 3: Statictics of MultiCoNER 2 dataset

6.2 Hyper-Paramters
The CAIR-NLP (official) used the hyperparameters
described in Table 4 for monolingual models. The
CAIR-NLP (Updated) used the exact configuration
of the multilingual model with an early stopping
criterion. The updated model shows an average im-
provement of 3.44% for the low-training resource

languages (Hindi, Bengali, Chinese, and German).

Parameters Multilingual Monolingual

learning rate
xlm-roberta 2e-5 2e-6

biaffine layer 5e-3 5e-3
crf layer 5e-2 5e-2

Optimizer AdamW
Training Epochs 30 5
Train Batch Size 16 16
Eval Batch Size 256 256
Maximum Sequence Length 512 512
Dropout 0.5 0.5

Table 4: Major Hyperparameters of our model

6.3 Extended Analysis fof results

This section covers effect of different learning ob-
jectives used.

6.3.1 Effect of Entity Type Definition
The idea of using Entity Type Definition (ETD)
is to have a better representation of fine-grained
entities in the MultiCoNER 2 data set. Table 6
shows that this strategy improves the performance
by 2.78% on top of the context augmentation. We
also analyzed the result of using ETD without ex-
ternal context on English, Spanish, and Multilin-
gual data sets. The experiments are done using the
XLM-Roberta base model. The results captured
in Table 5 show an average improvement of only
2.4%. The potential reason could be due to the
low context of the input sentence; the ETD-based
representation strategy alone failed to compensate
for the context. However, the ETD-based strategy
could do well with the augmented context.

Model/Lang EN ES MULTI
Baseline 65.05 69.84 68.16
W/ETI and W/o EC 67.55 72.31 70.52
W/ ETI and EC 79.63 87.35 84.87

Table 5: The result compares the usage of Entity Type
definition with and without external context on English,
Spanish and multilingual dataset.

6.3.2 Effect of Context Augmentation
Relative improvements achieved by including dif-
ferent configurations implementing different objec-
tives and associated loss functions are presented
below. This evaluation was done on the develop-
ment set. Table 6 shows an average improvement of
7.47% in F1 scores when using the external context
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Lang/Model Loss/
Objectives EN ES SV UK PT FR FA DE ZH HI BN IT MULTI

Our base model CRFloss 73.72 78.84 81.28 76.43 79.28 77.36 68.48 79.14 71.59 85.44 84.4 81.09 76.06

+ External Context
CRFloss 81.34 87.27 85.68 85.56 87.69 85.62 79.25 81.16 75.88 88.12 88.22 88.36 84.26
CRFloss+
KLloss1

82.11 88.17 86.55 86.35 88.57 86.47 80.07 82.02 76.57 89.48 89.35 89.52 85.01

+ Entity Type Def
+ Biaffine

Totalloss 84.18 90.95 89.85 89.09 90.39 88.01 87 84.19 79.65 91.87 92 91.24 87.58

Table 6: Results capturing effects of External Context(EC), Entity Type Definition (ETD) and Bi-affine Label
Predictions and associated objectives/losses

Lang/Coarse
Entity Type EN ES SV UK PT FA FR DE HI BN ZH IT MULTI

LOC 93.96 94.77 97.46 94.44 95.43 91.25 93.57 89.07 89.42 89.07 82.43 95.04 92.05
PER 97.29 97.78 98.07 97.09 97.32 92.42 97.6 93.6 90.57 89.33 89.35 98.32 95.08
Medicine 88.84 93.64 92.36 90.28 91.83 88.75 91.66 81.62 81.29 80.43 70.7 92.88 87.1
GRP 90.88 92.73 93.06 91.59 92.45 88 91.59 86.85 88.97 82.25 77.7 93.29 88.26
PROD 83.24 89.95 90.34 89.22 89.79 85.6 88.69 74.36 70.44 65.3 64.59 90.27 83.1
CW 91.73 93.2 94.04 91.05 93.56 89.54 93.77 85.95 77.7 76.35 73.07 96.52 89.19

Table 7: Result for each coarse entity type for each language and multilingual

Lang/Fine Grained
Entity Type EN ES SV UK PT FA FR DE HI BN ZH IT MULTI

AerospaceManufacturer 84.65 81.54 75.86 70.89 60.41 84.49 83.27 84.45 28.32 29.63 64.03 64.72 71.99
Athlete 86.96 85.2 87.59 86.33 86.09 72.54 87.38 79.9 82.08 72.43 73.25 91.81 83.48
Facility 82.65 84.72 87.94 84.59 86.66 82.46 84.63 72.38 67.87 73.86 66.82 87.87 80.42
PublicCorp 78.29 90.03 85.66 90.38 89.71 77.31 84.89 72.33 79.25 77.49 62.67 88.51 81.3
CarManufacturer 84.74 92.45 85.19 87.82 88.77 85.47 88.25 68.5 82.71 81.66 63.37 89.54 84.58
MedicalProcedure 85.56 90.97 87.14 85.45 89.83 84.97 88.38 82.27 79.41 77.68 65.78 90.53 82.94
Cleric 70.48 77.68 73.79 72.62 80.32 67.64 75.77 60.37 75.89 67.84 48.22 82.87 72.6
Vehicle 75.67 83.28 82.72 82.57 83.43 77.32 81.68 70.85 76.88 69.74 65.91 81.04 76.88
MusicalGRP 87.69 91.05 92.4 92.32 90.09 84.09 91.01 82.64 81.17 77.47 68.71 93.72 85.75
Station 90.58 92.42 93.81 90.23 93.42 93.82 93.82 83.25 88.72 88.96 82.94 93.76 88.85
Politician 72.25 75.37 78.41 68.72 76.85 70.83 75.67 66.07 73.79 69.18 51.74 76.14 70.7
HumanSettlement 95.5 95.61 98.04 95.02 96.13 91.97 94.26 91.58 91.06 89.59 84.19 95.66 93
Drink 82.25 86.9 87.76 85.39 90.12 82.4 87.31 58.33 70.83 79.67 54.4 88.68 81.74
OtherPER 60.73 67.8 66.28 64.5 67.04 59.86 64.39 57.66 55.29 48.72 48.78 67.38 59.06
Artist 86.8 86.79 86.39 82.63 88.54 83.76 88.67 80.72 78.47 75.64 73.5 91.84 84.28
Medication/Vaccine 88.03 92.92 90.95 88.39 91.66 88.29 90.57 82.4 79.32 80.53 68.78 91.42 85.77
Clothing 78.97 82.11 82.84 79.27 79.22 58.71 81.67 70.42 62.67 35.82 52.8 80.09 71.72
OtherPROD 76.89 83.04 86.27 83.37 87.4 81.36 81.17 69.73 64.72 60.95 59.74 83.82 77.89
SportsManager 69.56 70.29 70.44 71.76 74.5 68.94 73.65 60.97 55.93 57.73 51.03 76.8 67.21
ArtWork 83.36 76.82 63.68 55.61 46 27.63 83 77.63 26.99 17.83 49.39 87.56 60.75
OtherLOC 72.63 72.78 97.49 78.81 86.06 59.63 73.34 64.62 73.47 65.56 50.48 74.57 79.33
AnatomicalStructure 87.41 92.27 92.23 90.85 90.42 87.05 88.41 75 76.38 77.12 69.63 91.84 85.46
WrittenWork 86.64 88.36 91.33 87.76 87.47 82.57 90.4 81.24 78.32 78.34 72.6 88.72 84.69
MusicalWork 89.74 89.37 90.73 85.52 90.15 83.31 90.12 84.13 48.12 56.56 57.7 94.15 85.43
Software 89.07 94.69 94.13 94.01 94.44 85.77 93.03 83.67 82.55 84.84 69.73 93.82 88.5
Food 78.91 87.85 86.27 85.4 86.25 82.94 85.35 60.64 72.02 58.96 59.76 89.14 78.11
PrivateCorp 68.21 80.31 72.34 47.37 7.06 73.53 85.18 77.99 70.42 84.62 69.51 57.67 72.11
SportsGRP 93.57 94.8 96.27 94.26 94.4 91.08 92.54 89.81 94.7 92.41 82.57 94.49 91.42
VisualWork 89.76 90.38 93.06 90.59 91.01 91.07 95.39 84.93 80.27 75.6 67.44 97.12 88.79
Disease 85.9 91.82 89.78 88.21 90.65 86.49 89.04 81.12 82.03 78.61 70.08 90.03 85.26
Symptom 79.01 83.84 77.32 77.65 81.2 78.96 86.27 67.86 73.68 76.02 39.08 83.08 76.54
ORG 81.01 85.75 87.06 84.39 85.42 79.57 82.74 75.85 86.25 77.26 67.69 83.27 79.93
Scientist 59.18 66.71 58.56 59.87 66.31 51.53 62.86 48.68 63.92 53.95 42.98 66.15 55.79

Table 8: Result for each fine grained entity type for each language and multilingual

compared to the baseline model on the develop-
ment set. External augmentation of entity context
significantly improved the performance of NER in
context-deprived MultiCoNER-II data set. The ad-

dition of KLloss1 shows an average improvement
of 0.91% in F1 scores compared to the model using
external context with the CRF loss alone. As all
the test sentences are context augmented, so effect
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of KLloss1 function is not quite apparent.

6.3.3 Performance on Coarse and
Fine-grained Entities

Table 7 and 8 above show detailed results of our
model on coarse and fine-grained entity types. Our
model performed well on coarse entity types hav-
ing an average of more than 88% for 4 entity types
out of 6. Specifically, Location (LOC) and Per-
son(PER) achieved an F1 score of 92% and 95%,
respectively. 19 out of 33 fine-grained entity types
have an average F1 score of more than 80%. Hu-
man Settlement and SportsGroup entity types have
an F1 Score of 93% and 92.4%, respectively.

Language Code No. of Team participated Overall Rank
Multilingual MULTI 18 2

Spanish ES 18 2
Swedish SV 16 2

Ukrainian UK 14 2
Farsi FA 14 2

French FR 17 3
Portuguese PT 17 3

Italian IT 15 3
English EN 34 4
German DE 17 7
Hindi HI 17 8

Bangla BN 18 10
Chinese ZH 22 13

Table 9: Official ranking of CAIR-NLP team on Se-
mEval 2023 Task 2 : MultiCoNER II

6.4 Comparision with other teams

Among all the teams participated as summarized
in Table 9, we selected to compare our results with
the DAMO-NLP, PAI, USTC-NELSLIP, NLPeople,
and IXA/Cogcomp teams. Table 10 shows the com-
parative figures of our model with these six teams.
Detailed results are available on the official site 2

and also analysis of teams’ relative performance
and other insightful details and findings in the task
description paper (Fetahu et al., 2023b). The CAIR-
NLP (Updated) used the exact configuration of the
multilingual model with an early stopping criterion.
The updated model shows anaverage improvement
of 3.44% for the low-training resource languages
(Hindi, Bengali, Chinese, and German)

6.5 Related Work

Deep neural models have produced state-of-the-art
performance on the traditional benchmark NER
datasets like CoNLL03/OntoNotes (Peters et al.,
2018; Ghaddar and Langlais, 2018). Pre-trained

2https://multiconer.github.io/results

language models and the conditional random fields
layer are dominantly used (Devlin et al., 2019;
Yamada et al., 2020). A graph based novel ap-
proach was proposed for addressing the challenge
of nested entity recognition (Yu et al., 2020). It
used graph-based dependency parsing and a bi-
affine model to score start and end token pairs and
provide a global view of the input and enhanced
NER predictions.

Contemporary NER poses additional set of chal-
lenges as highlighted by the MultiCoNER (Mal-
masi et al., 2022a,b) and MultiCoNER-II (Fetahu
et al., 2023a,b) shared tasks and involves the de-
tection of semantically ambiguous and complex
named entities in low-context setting across multi-
ple languages and sometimes in code mixed setting
(Fetahu et al., 2021). A knowledge-based system
(Wang et al., 2022a) was proposed for the Multi-
CoNER, which used Wikipedia to build a multilin-
gual knowledge base for providing relevant context
information to entities and achieved state-of-the-
art results on MultiCoNER. For a given input sen-
tence, it searches the knowledge base for related
context and appends this information to the input
sentence. As a result, contextualized token repre-
sentation and entity recognition have shown sig-
nificant improvement. Earlier search engine-based
context retrieval was proposed (Wang et al., 2021)
that showed recognition improvement compared to
systems without external context. Also, when no
external contexts are available, this model could en-
hance performance using cooperative learning strat-
egy (Wang et al., 2021). USTC-NELSLIP (Chen
et al., 2022) developed a gazetteer-adapted integra-
tion network for solving MultiCoNER task. The
method begins by adapting the representations of
gazetteer networks to those of language models
by minimizing the KL divergence between them.
These two networks are then combined for backend-
supervised NER training after adaptation.

We used external information to enhance entity
context, aiding in disambiguation as in (Wang et al.,
2021) (Wang et al., 2022a). In addition to that, we
made use of an external knowledge base to get
information about the entity types instead of using
a gazetteer as in (Chen et al., 2022). We also used
the Biaffine model to get prediction scores between
words and the entity type instead of finding the
tags’ start and end as in (Yu et al., 2020). Finally,
we set up a multi-objective joint learning task for
better representation and prediction.

1934



Lang/
Model EN ES SV UK PT FR FA DE ZH HI BN IT MULTI

DAMO-NLP 83.33 89.78 89.57 89.02 85.97 89.59 87.93 84.97 75.98 78.56 81.6 89.79 84.48
PAI 80.0 71.67 72.38 71.28 81.61 86.17 68.46 88.09 74.87 80.96 84.39 84.88 77.0
USTC-NELSIP 72.15 74.44 75.47 74.37 71.26 74.25 68.86 78.71 66.96 82.14 80.59 75.7 75.62
IXA/Cogcomp 72.82 73.81 76.54 75.25 72.28 74.25 69.49 80.35 64.86 79.56 78.95 74.67 78.17
NLPeople 71.81 72.76 75.08 73.41 70.16 72.85 70.76 77.67 65.96 78.5 78.24 73.71 78.38
CAIR-NLP(Official) 79.33 83.63 82.88 81.29 80.16 86.17 77.5 74.71 58.46 72.23 69.46 83.78 79.16
CAIR-NLP(Updated) 79.56 84.19 83.52 81.57 81.19 83.38 79.14 76.53 61.73 76.23 73.9 84.79 81.80

Our Model Rank 4 2 2 2 3 3 2 7 13 8 10 3 2

Table 10: Part of the official results. The bold score represents the top-rank model in each language
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