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Abstract

In this work, we present a Named Entity Recog-
nition (NER) system that was trained using a
Frustratingly Easy Domain Adaptation (FEDA)
over multiple legal corpora. The goal was to
create a NER capable of detecting 14 types of
legal named entities in Indian judgments. Be-
sides the FEDA architecture, we explored a
method based on overlapping context and aver-
aging tensors to process long input texts, which
can be beneficial when processing legal docu-
ments. The proposed NER reached an F1-score
of 0.9007 in the sub-task B of Semeval-2023
Task 6, Understanding Legal Texts.

1 Introduction

In this paper, we present Jus Mundi’s1 participation
in Task 6 of Semeval-2023, LegalEval: Under-
standing Legal Texts (Modi et al., 2023). Specif-
ically, Jus Mundi participated in the sub-task B,
Legal Named Entities Extraction, which consisted
of creating a Named Entity Recognition (NER)
system for Indian judgment documents in English.
The goal was to predict multiple types of entities
from both the judgment preamble and the judg-
ment body. Our participation consisted of a model
trained using a Frustratingly Easy Domain Adap-
tation (FEDA) algorithm (Daumé III, 2007; Kim
et al., 2016; Cabrera-Diego et al., 2021b).

The FEDA algorithm, as its name indicates,
is a type of domain adaption method created by
Daumé III (2007). The objective of using a FEDA
algorithm is to learn common and domain-specific
patterns between multiple datasets (Daumé III,
2007), but it can be used also to mix multiple
datasets despite not having the same tagset, as seen
in Cabrera-Diego et al. (2021b). Moreover, a FEDA
algorithm simplifies many of the questions that gen-
erally arise while exploring other types of domain
adaptation and transfer learning techniques. For

1https://jusmundi.com

instance, with a FEDA algorithm, it is not neces-
sary to determine which layers should be frozen,
fine-tuned, or substituted.

The rest of the paper is organized as follows.
In Section 2, we introduce the background for the
proposed work. This is followed by the methodol-
ogy in Section 3. The data and the experimental
settings are described in Section 4 and Section 5, re-
spectively. In Section 6, we present the results and
discuss them. Finally, the conclusions and future
work are detailed in Section 7.

2 Related Work

Named entity recognition (NER) is a fundamen-
tal Natural Language Processing (NLP) task that
consists of identifying entities that semantically
represent elements such as locations, organizations,
and people (Li et al., 2020).

While the applications and advantages of using
NER systems are well known, in many domains
and languages, it is a task that continues to be a
challenge. This is the case within the legal domain,
where the extent of research regarding NER on this
subject is still small in contrast to more general
domains, such as CoNLL 2003 (Tjong Kim Sang
and De Meulder, 2003) or OntoNotes v5 (Ralph
Weischedel et al., 2011). The main reasons are the
lack of annotated data to train NER systems (Pilán
et al., 2022) but also the complexity of processing
legal documents (Gupta et al., 2018), e.g. long
sentences and specialized vocabulary.

Nonetheless, in the following paragraphs, we
present some of the most representative works re-
garding the detection of legal named entities.

For Indian documents, we can highlight the
works of Gupta et al. (2018) and Kalamkar et al.
(2022). In the former work, the authors trained
an NER using OntoNotes v5 (Ralph Weischedel
et al., 2011) and applied it to legal documents in a
zero-shot approach. In the latter, the authors pro-
posed an NER corpus from different Indian court
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judgments. Moreover, they trained an NER system
using a Transformer-based architecture (Vaswani
et al., 2017) and make use of coreference resolution
and rules to reconcile named entities.

In the work of Barriere and Fouret (2019), the
authors created an NER robust to spelling mistakes
for French court decisions using deep learning and
contextual dictionaries of entities. For Romanian
and German, we have the works of Păis, et al. (2021)
and Leitner et al. (2019), respectively. Both works
created their legal corpus and utilized a BiLSTM-
CRF architecture to train an NER.

In the legal domain, it is frequent to find other
NER systems in anonymization tools. For instance,
Schamberger (2021) make use of a BiLSTM-CRF
architecture with BERT (Devlin et al., 2019) em-
beddings to anonymize German court rulings. In
Pilán et al. (2022), the authors create an NER for
anonymizing documents from the European Court
of Human Rights using a Transformer-based ar-
chitecture. Similarly, in Oksanen et al. (2022) the
authors use a transformer-based NER for anonymiz-
ing Finnish documents.

Regarding the FEDA algorithm, it was originally
proposed by Daumé III (2007) for sparse machine
learning algorithms. It is a simple method that
consists of duplicating the input features. Then,
Kim et al. (2016), proposed a neural network ver-
sion of FEDA in which certain layers are acti-
vated according to their respective training dataset.
Later, Cabrera-Diego et al. (2021b) used a FEDA
algorithm to train multiple NER systems for less-
resourced languages using BERT and multilingual
datasets with different tagsets.

3 Methodology

We define our FEDA architecture as a collection
of dense layers built over a pre-trained language
model, which follows the same ideas presented by
Cabrera-Diego et al. (2021b). In other words, it is
composed of one general FEDA layer and multiple
specialized FEDA layers; each specialized FEDA
layer is connected to the general one. Nonetheless,
we differ from Cabrera-Diego et al. (2021b) on how
the FEDA layers are defined and connected, as we
will describe in this section, but also on how we
train the model, as it will be shown in Section 5.

Thus, let us establish a FEDA layer F as a GELU
activation layer (Hendrycks and Gimpel, 2016) fol-
lowed by a Linear one. We define a General FEDA
layer G as the stack of two layers F joined by a
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Figure 1: Diagram of the FEDA architecture used in
this work.

Layer Normalization layer (Ba et al., 2016). And,
we define a Specialized FEDA layer Cx as a stack
of two layers F joined by a Concatenation layer
and Layer Normalization layer. The G layer is
linked to each Cx layer through their respective
concatenation layer. Moreover, on top of all the
Specialized Cx layers, we define a Conditional Ran-
dom Field (CRF) (Lafferty et al., 2001) that pro-
cesses their output, similar to the approach used by
(Ma and Hovy, 2016) to improve an NER system.

For a given collection of training datasets defined
as D = {D1, D2, . . . , Dn|n > 1}, where each Dx

is composed of i entries, e.g. a paragraph or a
sentence, of type eix. Our FEDA architecture is
composed of one General FEDA layer G and n
Specialized FEDA layers Cx, such that we have
C = {C1, C2, . . . , Cn}. We present the diagram of
the proposed FEDA architecture in Figure 1.

For each entry eix, the output created by the lan-
guage model is introduced into G and its corre-
sponding Cx layer. Then, the output generated by
G is introduced into Cx by concatenating the tensor
to the output of the first layer F in the specialized
FEDA layer Cx. The concatenated output is then
passed through the rest of the layer Cx. The output
of Cx then goes into the CRF layer.

In summary, G represents a classifier that re-
ceives an input comprising of all the entries ei from
all the datasets in D, while Cx ∈ {C|0 < x ≤ n}
represents a specialized classifier that focuses only
on the entries eix that belong to the dataset Dx ∈
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{D|0 < x ≤ n}. The CRF layer is shared by all
the datasets Dx.

4 Data

As we make use of a FEDA architecture, we used
five different datasets related to the legal domain
for training our submitted models.

The main training corpus, henceforth LegalNER,
is described in Kalamkar et al. (2022). It is com-
posed of Indian court judgments that have been an-
notated using 14 types of named entities related to
the legal domain: Case number, Court, Date, Geo-
political entity (GPE), Judge, Lawyer, Organiza-
tion, Other person, Petitioner, Precedent, Provision,
Respondent, Statute and Witness.2 Furthermore,
this corpus covers two different parts of a court
judgment, the preamble, and the judgment body.
The former is a type of introductory cover docu-
ment where certain legal elements are presented in
a concise way without necessarily using sentences
or phrases. The latter is a paragraph or a sentence
found in the judgment body.

Granted that LegalNER is split into Train, De-
velopment, and Test partitions, we created our own
development partition due to two reasons. Firstly,
the development corpus was provided after the com-
petition started. Moreover, we discovered that the
development partition was not proportionally bal-
anced with the training corpus in terms of the quan-
tity and variety of entities. Therefore, we created
our own development corpus from the training par-
tition. We used a stratified approach, in which we
considered three aspects to create the development
partition. The first aspect was related to cultural
elements that could play a role in the quality of the
NER system. Specifically, we classified the docu-
ments coming from various cities, states, and union
territories into three groups: North and West, South
and Center, and North East. Secondly, the propor-
tion of entities had to be around 10% of the training
set; this also included the proportion of groups pre-
viously defined. The third aspect was prioritizing
unique courts for the development corpus. Con-
sequently, this would allow us to finely evaluate
the generalization of our NER system towards un-
seen courts. We included the original development
corpus as part of the training partition once it was
made available to the participants.3 We present in

2See Kalamkar et al. (2022) for a detailed description of
the corpus and its entities.

3It was not considered for our development corpus. In

Table 1, the statistics of each corpus partition.
We automatically pre-processed all the named

entities in the train and development corpus par-
titions, to remove some undesirable patterns that
were being learned by the model during the first
experiments due to noise in the data. For instance,
certain entities had trailing spaces or commas, but
also honorifics, such as Sri and Judge. Specifically,
we used a combination of regular expressions that
matched the noisy patterns and rules to clean the
data. Also, we manually added and/or changed
certain entities in the training and development cor-
pus after doing an error analysis on the predictions
produced on the development corpus during the
first experiments. For instance, in the document
“But it had then discovered that the real accused
were Intertek and Prasanna Ghotage, who had to-
gether conspired to defraud not only DLC, but also
SMC in the transaction.”4, only two entities were
marked, Intertek and Prasanna Ghotage, both as
Other Person. We changed Intertek to Organiza-
tion, and we added DLC and SMC as Organizations.
The pre-processing allowed us to have a cleaner
and more standardized corpus.

The additional datasets are described as follows:
Edgar-NER: A legal corpus created by Au et al.

(2022) and composed of 52 documents related to
financial filings submitted by companies to the US
Securities and Exchange Commission. It consists
of 7 types of named entities: Location, Person,
Business, Government, Court, Legislation/Act, and
Miscellaneous.

Citations: A Jus Mundi corpus where different
paragraphs from legal documents have been anno-
tated with citations. In this corpus, the definition of
citations covers all those defined in Kalamkar et al.
(2022) as Precedents, Statue, Cases numbers, and
Provisions.

Persons and Honorifics: This is also a Jus Mundi
legal corpus that has been annotated with 2 labels,
Person names, and Honorifics, such as Mrs. and
Q.C.

Metadata: An internal Jus Mundi corpus that
consists of automatically annotated cover pages of
arbitration-related documents from different juris-
dictions. Nine different types of labels exist, Arbi-
trator, Date, Claimant, Respondent, Expert, Insti-
tution, Lawyer, Title, and Member of the Tribunal.

summary, for training our final models we used the Orginal
Train - Our Developement + Original Development partitions.

4ID 4cf4617887134f7d8aa83f1c3bdc613b in
the train judgment corpus.
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Corpus partition

Label Original Train Original Development Our Development

Preamble Judgment Preamble Judgment Preamble Judgment

Court 1074 1293 118 178 145 112
Judge 1758 (-1, +8) 567 (+4) 166 8 170 41
Lawyer 3505 (+13) 0 589 0 358 0
Petitioner 2604 (-1) 464 (+3) 202 9 279 81
Respondent 3538 (-2) 324 (+1) 310 5 383 36
Case number 0 1040 (+2) 0 121 0 98
Date 0 1885 (+2) 0 222 0 185
GPE 0 1398 (-4, +6) 0 183 0 142
Organization 0 1441 (-1, +12) 0 159 0 98
Other Person 0 2653 (-9, +7) 0 276 0 310
Precedent 0 1351 0 177 0 112
Provision 0 2384 0 258 0 208
Statue 0 1804 (+2) 0 222 0 191
Witness 0 881 (+1) 0 58 0 137

Table 1: Statistics of the LegalNER corpus. The Original Train and Original Development partitions were given by
the task organizers; between brackets, we indicate how many entities were manually removed or added by us. Our
Development partition was sliced from the extended Original Train partition.

Despite being composed of around 9k documents,
its coverage is not perfect due to OCR errors in ad-
dition to the process of automatic annotation using
fuzzy matching.

5 Experimental Settings

All the named entities were encoded using BILOU
(Beginning, Inside, Last, Outside/Other, Unique)
labeling scheme, which has been precedented as an
indirect way to improve NER predictions (Ratinov
and Roth, 2009).

We use DeBERTa V3 (He et al., 2021) Large as
a pre-trained language model. We trained multiple
models during the evaluation period, for which
the hyperparameters stayed the same, except for
DeBERTa’s sequence size. These are presented in
Table 2.

During training, we also explored different ways
to prevent overfitting. We found out that the best
approach was to measure the overfitting per dataset.
In effect, once a dataset started to overfit, it was
dropped from the training. Followed by reloading
the model’s state on which we obtained the best per-
formance of the dropped dataset and continuing the
training. This differs from the approach followed
by Cabrera-Diego et al. (2021b), on which the over-
fit was measured globally, denoting that certain
datasets could affect the global performance.

Additionally, when an input text was longer than
the maximum sequence size of DeBERTa, the input
text was split into smaller sub-input texts with an

Hyperparameter Value

Maximum Epochs 20
Early Stop Patience 2 to 5
Learning Rate 2× 10−5

Scheduler Linear with warm-up
Warm-up Ratio 0.1
Optimizer Lookahead

(Zhang et al., 2019) AdamW
with bias correction

AdamW ϵ 1× 10−8

Random Seed 12
Dropout rate 0.5
Weight decay 0.01
Clipping gradient norm 1.0
DeBERTa’s sequence size 256, 384 and 512
Training Batch 32
Context stride 40

Table 2: Hyperparameters used for training the models.

overlapping context stride of size 40.5 The over-
lapping context strides gives the NER system addi-
tional information about entities that can be found
close or on the boundaries of a sub-input text. Dur-
ing prediction time, the tensors related to each sub-
input text were concatenated before the CRF layer.
The tensor portions belonging to the overlapping
contexts were merged through an average. The
above-described approach is shown in Figure 2.
We decided to do an average of the overlapping
context tensors because the output generated by the
NER can be discordant depending on the context it
is analyzed. For example, an entity might not exist
in one sub-input text, it might be assigned a differ-

5See Tokenizer documentation at https://huggingface.co
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Figure 2: Approach used for predicting sentences longer
than DeBERTa’s sequence size at prediction time.

ent type, or it might comprise a different number of
tokens. Thus, by averaging the tensors belonging
to the overlapping contextual strides, we can sim-
ply and quickly represent a portion of text that was
predicted twice by the NER, and give enough infor-
mation about the tensors to the CRF. This method
for dealing with long input texts is another exten-
sion to the approach undertaken in Cabrera-Diego
et al. (2021b).

To improve the predictions, we also explored
the merging of multiples models outputs through a
simple majority voting system. In case of a tie in
the voting, we gave priority to the model with the
highest score obtained on the test partition.

Finally, we created a post-processing tool based
on regular expressions that improved the enti-
ties to avoid some noise produced by the NER.
For instance, in some entities, we closed unbal-
anced brackets while in others we removed lead-
ing and trailing punctuation marks, such as quo-
tation marks. Some examples of entities that had
to be post-processed: “Section 147,148, 302/149 (”
to “Section 147,148, 302/149”; “Rajendra Kumar
(Verma” to “Rajendra Kumar (Verma)”.

6 Results and Discussions

Collectively, we submitted 7 different models to the
evaluation platform of Task 6.6 These were chosen
based on their performance on our Development
partition. The F1-score of the submitted models,
in order of submission, were the following ones:
0.8853, 0.8861, 0.8949, 0.8908, 0.8953, 0.90071,
and 0.90072.

The first model submitted, 0.8853, was produced
by our baseline, a model that consisted of De-
BERTa V3 + CRF layer. For the following mod-
els, we submitted only FEDA architectures. The
last three submitted models used the majority vot-
ing approach and the last two applied the post-
processing tool for cleaning the predictions. The
use of the voting system allowed us to pass from
an F1-score of 0.8949 to 0.8953, while the use of
the post-processing filter surpassed an F1-score of
0.9007.

Bearing that the testing corpus has not been
made public, a deep analysis of the results is un-
feasible. Although in the following paragraphs, we
present some aspects that we observed from the
predictions obtained during the fine-tuning of our
models and also, on the test submissions.

We noticed that pre-processing the training files
played an important role in the training of the
model. On the first trained models, before sub-
mission, we observed that certain noisy patterns
were being learned, such as finishing entities with
a comma. Nonetheless, some patterns could not
be fixed because we did not know which was the
correct one. For instance, some entities of type
Date had the prefix dt. while some others did not.

It should be indicated that we explored the repre-
sentation of newlines by adding a special character
(<NEWLINE>) into DeBERTa’s vocabulary. This
was done following the works of Baldini Soares
et al. (2019) and Cabrera-Diego et al. (2021a), in
which special characters are used to make BERT
(Devlin et al., 2019) focus on specific information.
The goal was to try to introduce some kind of for-
matting to the NER, especially on the preambles,
where the format is substantial to better determine
an entity type. The performance gain of the mod-
els varied a lot. For instance, the third submitted
model, with an F1-score of 0.8949, was one of the
best models we trained. Nonetheless, other varia-
tions of our FEDA model and the special character
<NEWLINE>, did not show to improve the results

6https://codalab.lisn.upsaclay.fr/competitions/9558
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in the development partition. And thus, they were
not submitted. The reason might be that LegalNER
was the only corpus with this feature among all
those used for training.

We discovered that the length of DeBERTa’s
sequence size affected the performance of the NER
in great measure. This was especially noticeable in
the preambles because it seems that to predict the
type of certain entities correctly, a larger context
was necessary. For instance, sometimes it was hard
to determine whether a party in a preamble was a
petitioner or a respondent after a long list of names.

Related to the previous aspect, sometimes our
system had problems predicting a party correctly,
either Petitioner or Respondent, when it was a per-
son representing an organization. In this case, ac-
cording to the guidelines, the named entity of the
party had to include the full address. Subsequently,
this was hard to train, not only because of the par-
ticularity of the guidelines but also because of the
length of the context that had to be processed to
predict the entity accurately.

Although we explored longer context strides as
a countermeasure for long texts, we noticed that
they did not improve the performance on the same
scale that the stride was increased. This can be
seen in our fourth submission, which achieved an
F-score of 0.8908; we sent the best model and we
only modified the size of the context stride to 150
characters. However, as it can be seen, its perfor-
mance was not better than the third submission
(0.8949).7 One of the reasons could be that the ap-
proach used to merge overlapping contexts was not
robust enough. This was more noticeable when the
stride was larger than half of DeBERTa’s sequence
size. In other words, the average of the overlapping
contexts became too noisy when an overlapping
context was overlapping another context. In the
future, we could try to train a dense layer or an
attention layer to overcome this. However, these
layers might need to be trained after the main NER
model has been selected.

Additionally, we noticed that separating the early
stop patience for each dataset, allowed us to im-
prove the predictions up to a certain degree. As a
result, the training of the models took longer and
constrained us from exploring other aspects that
could have improved the outcomes further. For in-
stance, to increase the size of DeBERTa’s sequence

7On the development partition the score remained very
similar, this is why the model with the modified stride was
submitted.

size to 512 for the final models.
Finally, we found out that on certain occasions

the CRF could not correctly learn the tagset of the
smallest training dataset explored, Person and Hon-
orifics, after we separated the early stop patience.
One of the reasons is that the CRF was shared
among all the datasets and this particular dataset
was very easy to train. This meant that the CRF
had less time to understand the correct chain of
possible types of entities, among all those existing.
We theorize that this can be solved by creating a
unique CRF for each dataset, which should also
speed up the training of a model.

7 Conclusion

This work presented the participation of Jus Mundi
at Semeval-2023 Task 6. Specifically, we pro-
posed a Named Entity Recognition system that
was trained using multiple legal datasets through
Frustratingly Easy Domain Adaption (FEDA). The
results showed us that our NER system is a perfor-
mant tool on Indian judgments with an F1-score of
0.9007.

In the future, we intend to further explore the
benefits and limitations of an NER based on a
FEDA architecture. Moreover, we will probe dif-
ferent ways to speed up the training given that sep-
arating the early stop can make the training of the
final models to be slower. We will also seek a better
approach to join split sentences to predict entities
more accurately in long documents, as commonly
occurs in the legal domain. Finally, we will apply
the proposed architecture to more complex tasks.
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