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Abstract

This paper presents our system descriptions for
SemEval 2023-Task 7: Multi-evidence Natu-
ral Language Inference for Clinical Trial Data
sub-tasks one and two. Provided with a collec-
tion of Clinical Trial Reports (CTRs) and cor-
responding expert-annotated claim statements,
sub-task one involves determining an infer-
ential relationship between the statement and
CTR premise: contradiction or entailment. Sub-
task two involves retrieving evidence from the
CTR which is necessary to determine the en-
tailment in sub-task one. For sub-task two
we employ a recent transformer-based lan-
guage model pretrained on biomedical litera-
ture, which we domain-adapt on a set of clini-
cal trial reports. For sub-task one, we take an
ensemble approach in which we leverage the
evidence retrieval model from sub-task two to
extract relevant sections, which are then passed
to a second model of equivalent architecture to
determine entailment. Our system achieves a
ranking of seventh on sub-task one with an F1-
score of 0.705 and sixth on sub-task two with
an F1-score of 0.806. In addition, we find that
the high rate of success of language models on
this dataset may be partially attributable to the
existence of annotation artifacts. 1

1 Introduction

The proliferation of Clinical Trial Reports (CTRs)
has made it challenging for medical practitioners
to stay up-to-date on the latest literature, inhibiting
their ability provide evidence-based patient care.
The computerized clinical decision support sys-
tem (CDSS) has aimed to address this problem by
providing an interface, typically within the elec-
tronic health record system, with which a clinical
practitioner can, for example, access automated pa-
tient care recommendations or view diagnostic sug-
gestions (Sutton et al., 2020). Research suggests

1Pretrained model weights are available at https://
huggingface.co/AshtonIsNotHere

*These authors contributed equally to this work.

that these systems can have a positive impact on
both clinical practitioners and patients (Kwan et al.,
2020; Sutton et al., 2020); they depend, however,
on the ability to interpret and retrieve information
from biomedical literature (Sutton et al., 2020). In
this context, Task 7 provides a chance to augment
existing approaches for retrieval and interpretation
of unstructured biomedical text.

Task 7 is split into two sub-tasks which are struc-
tured around a dataset of English-language breast
cancer CTRs: sub-task 1: textual entailment and
sub-task 2: evidence retrieval. Sub-task one in-
volves identifying the entailment relation (entailed
or contradicted) between a statement–a claim about
the CTR(s) annotated by a domain-expert–and a
premise in the form of a section from the CTR(s).
Sub-task 2 involves extracting sections of text from
the CTR section which are necessary to either en-
tail or contradict the statement. These tasks prove
challenging by requiring modeling of long-term de-
pendencies, comparisons between multiple CTRs,
and complex numerical reasoning.

In this paper, we outline our approach to
the Multi-evidence Natural Language Inference
for Clinical Trial Data shared task and exam-
ine our results. For both sub-tasks, our system
uses GatorTron, a recently introduced transformer-
based clinical language model, as a foundation
model due its demonstrated success at medical nat-
ural language inference tasks (Yang et al., 2022) as
well as to explore the impact of increased model
parameters on a down-stream clinical task. To over-
come the distribution shift between the pretraining
domain and the target domain, we domain adapt
the model on a collection of clinical trial reports
similar to the task dataset (Xu et al., 2021). For
task 1–textual entailment–we improve base perfor-
mance by restricting the CTRs to text necessary to
determining entailment, as identified by our model
for sub-task 2. For sub-task 2, we framed the prob-
lem as a binary classification task by splitting each
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CTR premise into individual lines. Our systems
placed seventh on sub-task one with an F1-score of
0.705 and sixth on sub-task two with an F1-score
of 0.806. Additionally, we explore the existence
of annotation artifacts (Gururangan et al., 2018) in
the dataset, finding that our system for sub-task 1
performs well above the baseline when predicting
on statements only (F1-score 0.584).

2 Dataset

The organizers of Task 7 provide a dataset of 1,000
English-language, breast cancer clinical trial re-
ports extracted from https://clinicaltrials.
gov/ct2/home along with statements, explana-
tions and labels annotated by clinical domain ex-
perts from the Cancer Research UK Manchester
and the Digital Experimental Cancer Medicine
Team (Jullien et al., 2023). Each CTR has been
pre-processed to include four sections: eligibility
criteria, intervention, results, and adverse events.
Each of these has been further subdivided into in-
dividual lines consistent with the structure of the
CTR record. Each data sample includes:

• Statement: An annotated statement making a
claim about about a CTR.

• Type: Whether the statement requires support-
ing information a single CTR or two CTRs to
determine entailment.

• Section: The section of the CTR containing
the information required to make a prediction

Additionally, a label is provided for each sub-
task. For subtask one this is a binary label of either
Entailment or Contradiction. For subtask 2, this
is a list of indices corresponding to relevant lines
within a section which are necessary for determin-
ing entailment or contradiction of the statement.
The data is split into train, validation, and test sets
containing 1,700, 200, and 500 statements respec-
tively.

3 System Overview

3.1 Pre-Processing

Using the JSON-formatted CTR and annotation
files provided by the organizers, we create indi-
vidual files for each of the sub-tasks consisting of
newline-delimited JSON samples. For sub-task
1, each training and validation sample consists

Figure 1: Histogram of sequence lengths for each CTR
section. Note that these are lengths for individual CTR
sections, which does not account for the length of state-
ments (mean length: 16 tokens) and training samples
with two CTR sections, both of which increase the ef-
fective input sequence length.

of a CTR premise, a statement, and a binary la-
bel (Entailment or Contradiction). For sub-task
2, each training and validation sample consists of
a sequence of text from the relevant CTR section
(split according to provided breaks) along with a bi-
nary label (Relevant or Irrelevant). For comparison
type statements in which two CTRs are required
to determine entailment (and thus, relevance), we
prepend each text sequence in sub-task 2 samples
with the string "first:" if it belongs to the first CTR
and "second:" if it belongs to the second CTR, in
an attempt to preserve an indication of CTR order.

3.2 Model Architecture

For our foundation model we choose the GatorTron-
BERT base model (Yang et al., 2022) using the
pretrained weights released by the authors. This
model is similar in architecture to BERT-large (De-
vlin et al., 2018) and consists of 24 layers, 16 at-
tention heads per layer, and a hidden size of 1024,
with a total parameter count of over 345 million.
GatorTron was pretrained on a corpus of over 90
billion words which included de-identified clinical
notes from the University of Florida Health System,
PubMed articles, and Wikipedia articles, which was
accomplished using a masked-language modeling
objective as well as a sentence-order prediction ob-
jective, in which the model must predict the order
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of two segments of text (Yang et al., 2022). We ad-
ditionally append a classification head to the base
model for fine-tuning on both sub-tasks.

3.3 Domain Adaptation

To attempt to mitigate the effect of domain shift, we
domain adapt our best performing fine-tuned mod-
els on a dataset in the target domain. The domain
adaptation dataset is also compiled from CTRs
from https://clinicaltrials.gov/ct2/home,
with the constraints that the trials are completed,
include results, and are cancer-related, resulting
in approximately 9,000 CTRs. After filtering out
trial IDs used in the Task 7 dataset, we parse the
remaining XML CTR files to extract text from the
four sections that appeared in the Task 7 dataset:
Invervention, Eligibility Criteria, Results, and Ad-
verse Events. The text from within each section
is concatenated and then truncated to the maxi-
mum sequence length of our model, 512 tokens,
to form the domain adaptation set. This dataset is
then used to train the model on a masked-language
modeling objective for a single epoch. The choice
of domain adapting for one epoch is decided ex-
perimentally; we find that domain adaptation on
this dataset beyond this amount adversely affect
downstream performance.

3.4 Extraction and Classification Pipeline

Our approach to sub-task 1 can be viewed as a two-
stage pipeline in which one model, the extraction
model, extracts relevant text to justify a statement
and another model, the classification model uses
this text to determine the entailment relation. For
the extraction model, we use the GatorTron model
described in Model Architecture which has been
fine-tuned on the sub-task 2 training set. For the
classification model, we use a similar model that
has been fine-tuned on the sub-task 1 training set
with unfiltered CTR premises.

At test time, a CTR premise is split into lines as
outlined in Pre-Processing, which are individually
passed as input to the extraction model, along with
the statement. Premise lines which are classified
as relevant by the extraction model are concate-
nated, preserving source order, and passed on to
the classification model, which predicts the entail-
ment relation.

4 Experiments

4.1 Experimental Setup

We tokenize the datasets using WordPiece tokeniza-
tion (Schuster and Nakajima, 2012) with the 50,000
token clinical vocabulary released alongside the
GatorTron model2 (Yang et al., 2022). Training
and development splits provided by the organizers
are used for both sub-tasks. All models are fine-
tuned for 5 epochs, with a warmup ratio of 0.1,
a learning rate of 5e-5, and a total batch size of
32. Cross-entropy is used as the loss function on
both sub-tasks. All training was conducted on two
NVIDIA A100 GPUs; fine-tuning took approxi-
mately 10 minutes for subtask 1 and 40 minutes for
subtask 2, using full precision and data parallelism.

4.2 Submission and Evaluation

For our submissions, we choose the best perform-
ing model on the validation set out of the five
epochs. System submissions are evaluated on F1-
score, precision, and recall for both sub-tasks.

5 Results

5.1 Main Results

The results for each of the tested models can be
seen in Table 1. For sub-task 1, we find that the
extraction approach from 3.4 provides the largest
advantage, with an absolute F1-score increase of
0.059 compared using full CTRs. This is likely
due to the reduction of noise within the sample
dataset as well as the reduction of sequence lengths
to below the maximum model input length.

Results show a minor increase in performance
for domain-adapted models for both sub-tasks with
an absolute F1-score increase of 0.009 for sub-task
1 and 0.019 for sub-task 2 above the base models
without domain-adaptation. This increase was not
as significant as anticipated, which may indicate a
relative similarity between the source domain and
the target domain, though more analysis would be
needed to verify this.

5.2 Annotation Artifacts

When providing the model only the statement with-
out a CTR premise, it achieves an F1-score of

2Base model and vocabulary can be found at
https://catalog.ngc.nvidia.com/orgs/nvidia/
teams/clara/models/gatortron_og
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F1-Score Precision Recall

Task 1
TF-IDF Baseline (Jullien et al., 2023) 0.502 0.486 0.520
Statement Only 0.584 0.602 0.568
BioBERT (Lee et al., 2020) 0.591 0.652 0.540
GatorTron-Base: Full Premise 0.637 0.520 0.820
GatorTron-Base Relevant-Only 0.696 0.648 0.752
GatorTron-Base: DA & Relevant-Only 0.705 0.654 0.764

Task 2
BM25 Baseline (Jullien et al., 2023) 0.323 0.422 0.261
BioBERT (Lee et al., 2020) 0.794 0.795 0.792
GatorTron-Base 0.787 0.767 0.807
GatorTron-Base: DA 0.806 0.802 0.811

Table 1: Performance comparison of each approach on sub-tasks 1 and 2. Model with the highest F1-score for each
sub-task is marked in black.

0.584, significantly better than the term frequency-
inverse document frequency baseline F1-score of
0.502. Thus the model is able to infer an entailment
relation, to some extent, from the domain-expert-
annotated statements alone by leveraging annota-
tion artifacts (Gururangan et al., 2018). These arti-
facts are a common occurence in natural language
inference datasets, typically arising from imbal-
ances in the sample distribution, like re-occuring
words or patterns in entailment or contradiction
statements (Gururangan et al., 2018). To determine
whether entailment can be inferred simply from
statement sequence lengths, we compare the se-
quence length distributions of both entailment and
contradiction statements in Figure 2. While the
contradiction distribution does skew more toward
longer sequence lengths, it is unclear whether this
difference is sufficiently large so as to be exploited
for entailment recognition. More extensive studies
are needed to identify the sources of these artifacts
as well as their effect on model performance on
this dataset.

5.3 Error Analysis

We individually checked the results on the valida-
tion set and find that our system tends to struggle
with numerical reasoning, which constitutes a key
element of this dataset. In particular, results on
the validation set suggest that our system is fails
to accurately perform comparison operations on
non-discrete numbers.

6 Conclusion

In this paper we outlined our system for SemEval
2023 Task 7: Multi-evidence Natural Language
Inference for Clinical Trial Data. We compare the

Figure 2: Histogram of sequence lengths for each state-
ment grouped by label.

effect of different training approaches on the per-
formance of a large pretrained language model for
the two sub-tasks. We find that while increased
model size tends to lead to better performance, in-
creased model size is not enough on its own to
achieve strong performance on this dataset. We fur-
ther demonstrate that continued pretraining on data
in the target domain leads to a marked performance
increase on the test set.

Due to the potential confounding effect of an-
notation artifacts, investigation into adversarial ap-
proaches for data augmentation on this dataset may
be useful in the future (Nie et al., 2019). Fur-
thermore, enhancing the numerical reasoning ca-
pabilities of language models (Ravichander et al.,
2019; Geva et al., 2020) could benefit system per-
formance on this dataset and warrants further re-
search.
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