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Abstract

This paper presents the approaches proposed
for I2C Group to address the SemEval-2023
Task 4: Identification of Human Values behind
Arguments (ValueEval)" (Kiesel et al., 2023),
whose goal is to classify 20 different categories
of human values given a textual argument. The
dataset of this task consists of one argument per
line, including its unique argument ID, conclu-
sion, stance of the premise towards the conclu-
sion and the premise text. To indicate whether
the argument draws or not on that category a bi-
nary indication (1 or 0) is included. Participants
can submit approaches that detect one, multi-
ple, or all of these values in arguments. The
task provides an opportunity for researchers
to explore the use of automated techniques to
identify human values in text and has potential
applications in various domains such as social
science, politics, and marketing. To deal with
the imbalanced class distribution given, our ap-
proach undersamples the data. Additionally,
the three components of the argument (conclu-
sion, stance and premise) are used for training.
The system outperformed the BERT baseline
according to official evaluation metrics, achiev-
ing a f1 score of 0.46.

1 Introduction

Human values refers to the beliefs, principles and
standards that individuals or groups hold to be im-
portant and worthwhile. These values guide peo-
ple´s attitudes and behaviors; they can vary across
cultures (Civitillo et al., 2019), communities, and
individuals. According to a study of Global Values
Survey (White et al., 2020), the most widely held
values across the world are a sense of community,
a sense of national pride, and a desire for social
order. Other commonly held values include equal-
ity, respect for others, and a desire for a peaceful
world.

In this context, the classification of human values
in textual arguments is an important task in the field

of Natural Language Processing. Understanding
the values that underlie an argument could provide
valuable insights into people´s beliefs, attitudes,
and motivations. It could also be useful in various
applications such as opinion analysis (Hemmatian
and Sohrabi, 2019), argumentation mining, emo-
tion recognition, and persuasive technology, among
others.

Despite its importance, the automatic classifi-
cation of human values in arguments remains a
challenging problem. The task requires the ability
to identify values in a text, understand the argument
structure, and make a binary judgment about the
presence of a value in the argument. It aims to ad-
vance the state of the art in human value classifica-
tion in textual arguments , these textual arguments
are compiled from the social science literature and
described in detail in the accompanying ACL paper
(Kiesel et al., 2022).

ValueEval had the advantage of bringing to-
gether 40 teams, taking in 112 different runs (in-
cluding the competition organizers). They provided
a set of labelled data to solve the task. This dataset
was highly imbalanced over the 20 categories, with
a large number of instances belonging to the nega-
tive class. Undersampling (Arefeen et al., 2020) is a
common technique used in machine learning to bal-
ance the class distribution in imbalanced datasets.
To tackle this problem, we employed an undersam-
pling strategy to decrease the number of instances
within the negative class. On the other hand, we
conducted experiments using various combinations
of the information provided for the arguments.

Finally, our approach uses the premise, conclu-
sion and stance of the argument as input features.
These three components provide important informa-
tion about the argument to help identify the values.
In this work, we utilized transfer learning tech-
niques by fine-tuning state-of-the-art pre-trained
language models, using the transformers library.
This approach allowed us to leverage the knowl-
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edge learned from large-scale datasets and apply it
to our specific task of argumentative text classifica-
tion.

The results of our experiments show that our ap-
proach is effective in classifying arguments based
on human values. The combination of undersam-
pling and the use of all the data given leads to
improved performance compared to other methods.
Our findings contribute to a better understanding
of how human values can be identified in argu-
ments and have implications for a range of appli-
cations, including opinion analysis and argumen-
tation (Lawrence and Reed, 2020). However, as is
common in such tasks, some categories have a low
number of positive instances, i.e. instances where
the argument draws on that category. This low num-
ber of positive instances can pose a challenge for
machine learning algorithms, as they may not have
enough examples to learn from. This can result
in overfitting, where the algorithm memorizes the
training data instead of generalizing to new data,
therefore the model may not be able to accurately
predict the outcome for new instances.

2 Background

The input data for the study consists of two tab-
separated value files, "arguments-training.tsv" and
"labels-training.tsv". Both contains 5,394 rows, on
arguments each row represents a unique argument
with its ID, conclusion, stance and premise, Figure
1 shows an example of an argument from the train-
ing dataset. . For the label each row corresponds to
the unique argument ID, and one column for each
of the 20 value categories, indicating whether the
argument aligns with the particular value category
(1) or not (0). The dataset used in this paper was
extracted from the descriptions of articles in arXiv,
as described in the source (Mirzakhmedova et al.,
2023).

[Argument ID] A01010
[Conclusion] We should prohibit school prayer
[Stance] against
[Premise] it should be allowed if the student wants
to pray as long as it is not interfering with his
classes.

Figure 1: Example of argument from training dataset

The identification of human values behind ar-
guments is an important aspect of argument min-
ing. Some work have been researched in this area,

which aims to extract natural language arguments
and their relations from text (Cabrio and Villata,
2018), there are a lot of use cases like (Passon
et al., 2018) predicting the usefulness of online re-
views based solely on the amount of argumentative
text that they contain, or finding relevant evidence
(on argument premises) in the study of adjudica-
tion decisions about veteran´s claims for disability
(Walker et al., 2018)

3 System Overview

The task of classifying textual arguments based on
human values categories is challenging due to the
subjective nature of human values. However, the
system was able to address this challenge by using
advanced deep learning algorithms such as BERT
and RoBERTa.

3.1 Implemented Models

For our argument classification task, we employed
the BERT and RoBERTa models. Both of these
models are based on the transformer architecture
and have been pre-trained on massive amounts
of text data. BERT, short for Bidirectional En-
coder Representations from Transformers, was in-
troduced by (Devlin et al., 2019) and has achieved
state-of-the-art performance on various natural lan-
guage processing tasks. RoBERTa, a variant of
BERT, was introduced by (Liu et al., 2019) and
further improved the pre-training process by op-
timizing hyperparameters and using larger batch
sizes. We used the Hugging Face1 library to fine-
tune the pre-trained BERT and RoBERTa models
for our task. We employed the common hyperpa-
rameters, including batch size, learning rate, and
weight decay, and used early stopping with a maxi-
mum of five epochs. We did not tune any specific
hyperparameters.Our choice of these models was
based on their proven success in various natural
language processing tasks and their pre-training on
large amounts of text data. We fine-tuned the mod-
els on our argument classification task to leverage
their ability to understand and extract meaning-
ful information from natural language text. Re-
cent studies have demonstrated the effectiveness of
these models in various tasks, such as sentiment
analysis (Khan and Fu, 2021), question answering
(Ju et al., 2019), and document classification (Liu
et al., 2021).

1https://huggingface.co/
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0 1264 1786 990 1104 1934 781 800 857 2560 2211 726 1507 830 885 1706 1032 2664 958 850 1349
1 790 1116 198 138 1209 488 500 306 1600 1382 454 942 166 316 1066 645 1665 342 531 843

Table 1: Number of examples of each class after performing Undersampling.

3.2 Selected Inputs
We experimented with different input formats for
our models, including using just the conclusion
or just the premise as input. However, we found
that using the conclusion stance and premise
together as a single input yielded the best results in
our experiments. This is because the conclusion
stance provides important context for the premise,
allowing the model to better understand the
argument being made. To illustrate the impact
of using different input formats, we show the F1
scores for each format in Table 2. As can be seen,
the model using the combination of conclusion
stance and premise as input achieved the highest
F1 score.2

C+S+P Premise Conclusion
0.73 0.71 0.56

Table 2: Impact of Input Format on F1 Scores in minor
class of label "Security: Personal"

3.3 Preprocessing Text
We have applied text preprocessing to clean and
simplify the text:

• Conversion of all characters to lowercase: All
the characters in the text were converted to
lowercase for consistency and ease of process-
ing.

• Expansion of all possible contractions in En-
glish: Contractions such as "don’t" were ex-
panded to "do not" and "can’t" was expanded
to "cannot" to ensure that the model could
understand the text properly.

2Note C+S+P stands for Conclusion+Stance+Premise.

• Removal of special characters: Special char-
acters such as punctuation marks and symbols
were removed from the text. This helped to
simplify the text and remove any unnecessary
noise.

• Removal of multiple spaces between charac-
ters: Multiple spaces between characters were
reduced to a single space. This was done to
ensure that there was consistency in the text
and that all the spaces were uniform.

By applying these text processing techniques,
we were able to simplify and clean the text, making
it easier to process and analyze.

3.4 Undersampling Techniques

In order to address the issue of class imbalance in
the provided training dataset, we implemented an
undersampling technique that reduces the size of
the majority class to increase the representation of
the minority class. Specifically, we used a multi-
plier on the size of the majority class to determine
the number of samples to keep for each label, with
the multiplier being determined by the size of the
minority class. To ensure the models had sufficient
data to train on, we trained at least with 1000 argu-
ments. Table 1 shows the distribution of argument
categories after performing undersampling. Over-
all, these preprocessing steps helped improve (see
Table 3) the models’ performance on the data.

Original dataset With Undersampling
0.53 0.57

Table 3: Impact of Undersampling on F1 Scores in
minor class of label "Security: societal"
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4 Experimental Setup

For our experimental setup, we used a train-
validation-test split to evaluate the performance
of our models. We split the dataset into 80% for
training, 10% for validation, and 10% for testing.
This allowed us to train our models on a sufficiently
large amount of data while still having a separate
set of data to test the models’ generalization ability.
We chose not to use the validation dataset during
the training process because its arguments were
substantially different from those in the test dataset,
which could have affected the generalization ability
of our models. Therefore, we solely relied on the
training and test datasets for all the experiments.
We used the PyTorch library and the transform-
ers package to implement our models. We used
the Hugging Face Transformers library to fine-tune
pre-trained transformer models for the argument
classification task. TIRA (Fröbe et al., 2023) is the
platform used for the shared task that we submitted
our system to.

For the experiment, the models were trained with
5 epochs, 32 batch size, 64 token length. Early stop-
ping was used to avoid overfitting while training.
Labels like "Stimulation" only left us with 198 pos-
itive examples and 4116 negatives for our training
dataset. This made the identification of values a
more difficult task.

By balancing it to an equal number of 0s and 1s,
we have observed worse results compared to the
original one. Then, to improve our approach which
is identifying the human value, the dataset has been
adjusted to bring at least 1000 arguments for train-
ing, which has shown better results as we can see
in Table 4, our model gave us a 56% improvement
over the original one.

Dataset Class 1 Class 0
Original 0.16 0.98

Equally balanced 0.15 0.78
With undersampling 0.30 0.94

Table 4: Impact on F1 Scores of label "Stimulation"

In addition to that, we have more balanced la-
bels like "Self-direction: action" with 1116 positive
examples and 3198 negatives. With our undersam-
pling approach (see Table 5) we improved the result
by 18%.

Dataset Class 1 Class 0
Original 0.51 0.85

Equally balanced 0.58 0.82
With undersampling 0.60 0.86

Table 5: Impact on F1 Scores of label "Self-direction:
action"

5 Results

Our system achieved performance above the BERT
baseline (shown in Figure 2), as measured by offi-
cial evaluation metrics, we got better results over-
all. But the biggest gap is in more imbalanced
classes like "Stimulation", "Humility" and "Face"
where we nearly doubled the performance. Table 6
shows the overall results. In the competition, there
were 39 participating teams. Our best-performing
system was a BERT pretrained model with resam-
pling. This approach achieved a f1 score of 0.46,
obtaining the 24th position in the final leaderboard,
demonstrating its effectiveness.

Figure 2: BERT (grey) baseline comparison with our
best approach (black)

6 Conclusion

To conclude, our system for detection of human val-
ues behind arguments achieved competitive results,
as it presents better results than the baseline BERT
model. Our approach of utilizing undersampling
to balance the dataset and focusing on the posi-
tive class proved to be effective, especially given
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Main
Best per category .59 .61 .71 .39 .39 .66 .50 .57 .39 .80 .68 .65 .61 .69 .39 .60 .43 .78 .87 .46 .58
Best approach .56 .57 .71 .32 .25 .66 .47 .53 .38 .76 .64 .63 .60 .65 .32 .57 .43 .73 .82 .46 .52
BERT .42 .44 .55 .05 .20 .56 .29 .44 .13 .74 .59 .43 .47 .23 .07 .46 .14 .67 .71 .32 .33
1-Baseline .26 .17 .40 .09 .03 .41 .13 .12 .12 .51 .40 .19 .31 .07 .09 .35 .19 .54 .17 .22 .46
BERT (1st run) .46 .43 .60 .25 .26 .53 .30 .44 .29 .71 .57 .47 .52 .27 .22 .50 .28 .68 .70 .40 .41
roBERTa (2nd run) .41 .32 .58 .29 .18 .39 .26 .49 .14 .71 .58 .50 .48 .00 .07 .46 .23 .68 .73 .32 .52
BERT (3rd run) .45 .42 .59 .23 .25 .58 .33 .46 .28 .70 .59 .43 .50 .28 .20 .49 .27 .70 .68 .38 .47

Table 6: Achieved F1-score of team marquis-de-sade per test dataset, from macro-precision and macro-recall (All)
and for each of the 20 value categories. Approaches in gray are shown for comparison: an ensemble using the best
participant approach for each individual category; the best participant approach; and the organizer’s BERT and
1-Baseline.

the nature of the competition where identifying it
is more crucial than not identifying it. However,
there is still room for improvement. One potential
direction for future work is to explore data augmen-
tation techniques to increase the size of our training
arguments and potentially improve model perfor-
mance. There is also the possibility of extending
our system to other languages, which would re-
quire additional preprocessing and potentially the
development of language-specific models. Finally,
investigating the performance of other transformer-
based models and their variants on this task could
also lead to better results in future researches.
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