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Abstract

The Explainable Detection of Online Sexism
task presents the problem of explainable sexism
detection through fine-grained categorisation
of sexist cases with three subtasks. Our team
experimented with different ways to combat
class imbalance throughout the tasks using data
augmentation and loss alteration techniques.
We tackled the challenge by utilising ensem-
bles of Transformer models trained on different
datasets, which are tested to find the balance
between performance and interpretability. This
solution ranked us in the top 40% of teams for
each of the tracks.

1 Introduction

Sexism and other forms of harassment can be com-
monly observed on the internet. It can not only
discourage attacked groups from interacting on the
internet but also pose a serious threat (Fox et al.,
2015). Especially with the growing popularity of
social media platforms, the need for automation
in detecting such occurrences arises. Such tools
already exist and are being constantly developed
but still face multiple issues (Gongane et al., 2022).
One of the present problems in such systems is of-
ten the lack of reasoning and interpretation behind
the prediction itself. Presenting an explanation
why the system has predicted a text to be sexist
enhances trust in such systems and enables them to
be more widely used (Ferrario and Loi, 2022). The
Explainable Detection of Online Sexism (EDOS)
task presents a problem of detecting sexism in En-
glish texts gathered from popular Social Media
platforms: Reddit and Gab (Kirk et al., 2023). The
detection problem is proceeded by two subtasks:
firstly, classifying the sexist entries into one of four
categories, and finally, marking it as one of the
eleven fine-grained vectors.

In this work, we propose systems to tackle each
of the subtasks which share the architecture and
data pre-processing methods. For each problem, an

ensemble of Transformer-based models is built and
fine-tuned on English texts concerning the subtask.
Models within the ensemble are trained on different
sets of data. The provided EDOS datasets have
been extended by data points from various sources
concerning past research on the topic. The texts
have been pre-processed and normalized to fit the
schema provided with the train data to enhance the
results. The performance metric chosen for the task
is the macro-averaged F1 score, which treats each
class equally and promotes balanced classification.

Our contributions consist of providing ensemble-
based solutions to all subtasks ranking us in the top
40% for each of them—36th place for Sexism De-
tection, 29th for Category of Sexism, and 25th for
Fine-grained Vector of Sexism tracks. We also test
different methods of data augmentation and archi-
tecture designs to tackle class imbalance problems.
A comparison of different ensembles is presented,
weighting its advantages and disadvantages over
using a single model.

2 Background

The task of explainable sexism detection consists of
three subtasks. Task A is the binary classification
of sexism. Task B considers only sexist texts and
classifies them into one of four distinct categories:
threats, derogation, animosity, and prejudiced dis-
cussions. Task C breaks down the categories into
an even more fine-grained vector of eleven possible
classes. The provided training dataset consists of
14000 data points, each containing an English text
and three labels for each subtask. The texts have
been scraped from Gab and Reddit in equal propor-
tions and labelled by three annotators with super-
vision from two domain experts. Classes for task
A are imbalanced and skewed towards the ‘non-
sexist’ class, with 10602 entries. This translates
to just 24.3% of labels belonging to the minority
class. A similar challenge is present in both task
B—the smallest class contains just over 9% of en-
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tries and task C—only 1.4% of entries belong to the
‘condescending explanations or unwelcome advice’
class. The texts have already been pre-processed
in some regard, as the usernames and URLs have
been replaced with a special token.

The problem of automated sexism detection in
Social Media has already been tackled by multiple
researchers in the past years as it gained traction
as a crucial issue along with the development of
Natural Language Processing (NLP) techniques
allowing to overcome it more efficiently. SEX-
ism Identification in Social neTworks (EXIST) is a
shared task focused on sexism detection proposed
by the organisers for the IberLEF 2021 campaign
(Rodriguez-Séanchez et al., 2021). With the first
edition’s success, it was followed by a similar chal-
lenge in the following year which provided an
overview of leading techniques for tackling such
problems (Rodriguez-Sdnchez et al., 2022). The
relevance of those tasks is even more considerable
for the problem presented in EDOS, as EXIST also
introduced a more fine-grained categorisation of
sexism into five categories. The leading solutions
for the latest instalment of the challenge were based
on the Transformer architecture, a deep neural net-
work architecture based exclusively on attention
(Vaswani et al., 2017). The authors concluded that
Transformer models adapted to the social media
domain improve the accuracy of sexism detection.
The best-performing models proved to be majority-
vote ensembles of multiple models with varying
hyperparameters. Superior results for the task were
achieved using only the text embeddings without
additional features. However, Waseem and Hovy
showed on a similar task of hate speech detection
on Twitter that demographic information can pro-
vide an improvement on the model (Waseem and
Hovy, 2016).

3 System overview

The system proposed in this work to tackle each
task consists of five mutual steps: data collec-
tion, data analysis and preprocessing, model train-
ing and development, hyperparameter tuning and
model selection, and final ensemble implementa-
tion. While the utilized data, models, and imple-
mentation varies between subtasks, the methodol-
ogy remains the same. Starting from data collec-
tion, where additional fitting data is obtained apart
from the provided resources, which is then ana-
lyzed, processed and normalized. On the combined

data, multiple models with different architectures
are trained or fine-tuned and undergo hyperparam-
eter tuning on the validation dataset. Based on the
results on selected test sets, a subset of models is
selected, and an ensemble is created.

3.1 Data collection

Multiple additional datasets have been used con-
cerning similar or identical tasks to extend the avail-
able training data and enhance predictive capabil-
ities. The EXIST task mentioned in the previous
section introduced a high-quality dataset on sex-
ism detection (Rodriguez-Sanchez et al., 2021). It
consists of 11345 data points, each containing the
source of the texts—Gab or Twitter, the language
of the text - English or Spanish, the text itself,
along with the binary sexism label and a more
fine-grained category of sexism. It was labelled
by five crowdsourcing annotators on data scraped
from those social media platforms. English texts
amount to just under 50% of texts with 5644 en-
tries. Contrary to the EDOS dataset, EXIST data
has been balanced to a more even split between the
binary classes, with 49.5% of the entries being sex-
ist. It has not been preprocessed and contains raw,
scraped texts. Another used source of additional
training data was the HatEval dataset introduced
for the 2019 SemEval competition (Basile et al.,
2019). It consists of 19600 Tweets concerning the
topic of hate speech detection targeted at two spe-
cific groups: women and immigrants. Similarly
to the EXIST data, HatEval texts consist of Span-
ish and English entries, with the latter amounting
to 13000. For this task, 5910 entries were chosen
from this dataset, of which 2510 were labelled as
hateful towards women. Multitarget-CONAN was
another used dataset that focuses on hate speech
and counter-narrative pairs that threaten multiple
target groups (Chung et al., 2019). It consists of
5003 entries targeting seven different groups, from
which 662 hateful texts towards the women group
have been selected to be added for this task. The
final dataset consists of 28873 data points, of which
10059 are sexist, doubling the number of instances
from the provided EDOS training data.

For experiment purposes, an even more exten-
sive dataset has been created by inserting the Span-
ish entries from both the EXIST and HatEval
datasets, along with the MeTwo dataset, which
provides Twitter sexism detection data in Span-
ish (Rodriguez-Sénchez et al., 2020). This allowed
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to include 14134 additional entries that have been
translated using the Google Translate API - google-

trans] .

3.2 Training data preprocessing

The provided dataset from the SemEval 2023 task
has already been preprocessed, introducing a spe-
cial token for usernames and URLs. For consis-
tency reasons, the whole dataset has been tok-
enized in this way. Along with that, all e-mail
addresses, phone numbers, and currency symbols
have been replaced with according tokens. All of
the non-ASCII symbols have been transliterated to
the closest representation. Punctuation and casing
have been left unmodified after prior testing. Texts
from the Multitarget-CONAN dataset had the word
‘woman’ or other variation of it in more than half
of the sexist entries; hence they were replaced with
synonyms to avoid overfitting to this specific word.
This allowed for a concise and coherent dataset
ready for further development.

For Task A, the whole dataset was split into four
subsets presented in Figure 1: dataset A1 - the base
dataset provided by the SemEval 2023 task organ-
isers, dataset A2 - all the entries natively English,
dataset A3 - a balanced version of dataset A2 to
achieve 50/50 target class split, dataset A4 - all the
available data with translated texts from Spanish.
For the balanced version, the entries removed to
allow for an even class balance were taken from
the additional datasets to retain all of the provided
training information.

Dataset A3
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Figure 1: Illustration of datasets created for task A. The
number of samples is defined inside cylinders.

"https://py-googletrans.readthedocs.io/en/latest/
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Figure 2: Tllustration of datasets created for task B. The
number of samples is defined inside cylinders.

Task B introduced a multi-label classification
problem for sexist entries. This meant that the
provided training data consisted of just 3398 sexist
entries for this subtask, which will be called dataset
B1. As most of the external data sources consisted
only of binary sexism detection labels, they were
purposeless for this problem. The only dataset con-
taining a further fine-grained classification of sexist
cases was EXIST. The problem with EDOS train-
ing data was the vast imbalance in the distribution
of the four present classes. The ‘derogation’ class
accounted for 46.8% of the data points, ‘animosity’
for 34.3%, while ‘prejudiced discussions’ only for
9.8%, and ‘threats, plans to harm and incitement’
for 9.1%. Additional data from EXIST was intro-
duced to remedy the lack of entries in two minority
classes. A RoBERTa Large sentence Transformer
model has been used to obtain the embeddings, al-
lowing us to calculate distances between texts from
the two datasets (Reimers and Gurevych, 2019).
For all points in the minority class of ‘threats’, the
texts have been embedded using the model. Simi-
larly, all English texts from EXIST data have been
embedded. For each sample in EXIST, Cosine sim-
ilarity to all embeddings from the ‘threats’ class
was calculated and averaged for a single score. Co-
sine similarity is a common metric for assessing
similarity between two vectors and is calculated as
a dot-product of normalized vectors (Li and Han,
2013). For n-dimensional vectors ¢ and w, the
Cosine similarity is defined by the expression:

E?:l ViW;

Vi 02T w?
1
A threshold of 0.45 similarity has been chosen af-
ter testing, and entries from EXIST that had an

U -

Sim (7, @) =

w
w

=
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average Cosine similarity under it were filtered
out. In this subset, there were primarily texts from
two categories: ‘sexual-violence’ and ‘misogyny-
non-sexual-violence’; hence, they were chosen and
inserted as ‘threats, plans to harm and incitement’
into the training data. A similar procedure has
been conducted for the ‘prejudiced discussions’
class, which resulted in additional entries from
classes ‘ideological-inequality’ and ‘stereotyping-
dominance’. The resulting dataset presented in
Figure 2 is more balanced, and the contribution
of minority classes rose from 9.1% to 14.9% for
‘threats, plans to harm and incitement’ and from
9.8% to 20% for ‘prejudiced discussions’. The ex-
tended dataset consists of 4232 entries and will be
mentioned as dataset B2 in further development.

3.3 Model development

Baseline The development started with base-
line experiments to facilitate an entry point for
Task A—binary classification. TF-IDF (term fre-
quency-inverse document frequency) is a weight-
ing strategy used to represent text data as vec-
tors, which is commonly used (Sammut and Webb,
2010). The experiments started by training SVM
and Naive-Bayes classifiers on the base dataset Al
(Cortes and Vapnik, 1995).

CNN Further development contained training
Convolutional Neural Networks on the A1l dataset
(O’Shea and Nash, 2015). Texts were represented
using the base GloVe (Global Vectors for Word
Representation) embedding (Pennington et al.,
2014). The architecture of the network consisted
of three convolutional layers, which were opti-
mized using the Adam optimizer with default val-
ues (Kingma and Ba, 2015). It was meant to serve
as a baseline value; hence the architecture was not
further optimized for the task.

Transformers Basing on previous research men-
tioned in Section 2, the primary focus was put on
testing Transformer models. The first architecture
selected for testing was the commonly used BERT
model family (Devlin et al., 2019). Along with the
base, uncased version of BERT, BERTweet was
also used as it was pre-trained on 850 million En-
glish Tweets, fitting the task at hand (Nguyen et al.,
2020). Base and large versions of ROBERTa were
also used, which provides an optimized version of
BERT pretraining (Liu et al., 2019). A RoBERTa

Model Dataset | Macro-F1
SVM (TF-IDF) Al 0.715
CNN (GloVe) Al 0.754
XLNet base cased Al 0.776
BERT base uncased | Al 0.785
RoBERTa base Al 0.791
BERT base uncased | A2 0.795
RoBERTa base A2 0.806
BERTweet base A2 0.817
RoBERTa toxicity | A2 0.814
BERT base uncased | A3 0.802
RoBERTa base A3 0.810
BERTweet base A3 0.816
RoBERTa toxicity | A3 0.820
BERT base uncased | A4 0.776
RoBERTa base A4 0.782

Table 1: Table depicting the task A benchmark results of
multiple models trained/fine-tuned on different datasets
explained in Section 3.2. The Macro-F1 values have
been calculated on the EDOS development set.

model? introduced by Skolkovo Institute that was
already fine-tuned on the Jigsaw toxic comment
datasets’ has been selected to study the impact of
pretraining on domain-specific data in comparison
to the base model (Logacheva et al., 2022). Apart
from that, XLLNet was used as an example of a
cased model in its base form (Yang et al., 2019).

Task A Selected Transformer models have been
fine-tuned on datasets A1, A2, A3, and A4 to select
the most prominent ones for further optimization.
Default parameters were used, meaning a batch
size of 8, maximum length of 128, dropout equal
to 0.3, and utilized the AdamW optimizer with Be-
tas equal to 0.9, 0.999, and a starting learning rate
of 5e-5 (Loshchilov and Hutter, 2019). The train-
ing lasted for ten epochs, and the final models for
the benchmark were chosen based on the valida-
tion set decided in an 80/20 split. Models were
benchmarked on official EDOS development data
provided by the task organizers, which have been
depicted in Table 1. The results showed that Trans-
former models exceeded other methods as expected.
The toxicity RoOBERTa model and BERTweet base
proved to show the best results and outperformed
their competitors pre-trained on general data. Ad-
ditional data provided in dataset A2 improved the

*https://huggingface.co/s-nlp/roberta_toxicity_classifier
3https://www.kaggle.com/c/jigsaw-multilingual-toxic-
comment-classification
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Model Dataset | Macro-F1
RoBERTa base Bl 0.616
BERT base uncased | Bl 0.589
BERTweet base Bl 0.600
RoBERTa base B2 0.581
BERTweet base B2 0.602

Table 2: Table showing the task B benchmark results of
multiple models trained/fine-tuned on datasets B1 and
B2 explained in Section 3.2. The Macro-F1 values have
been calculated on the EDOS development set.

results, but inserting translated data points from
Spanish in dataset A4 resulted in significant down-
grades in performance. The difference between
models trained on the extended dataset A2 and its
balanced version—A3—-were minor in terms of
Macro-F1, so both of them will be explored fur-
ther to uncover the impact on performance on the
‘sexist’ class.

Task B The classification problem in task B re-
quires multi-label classification while restricting
the amount of available data drastically compared
to the binary problem. With the results of task A in
mind, baseline models were omitted during testing,
and only Transformer models were taken into con-
sideration. ROBERTa, BERT, and BERTweet have
all been fine-tuned on both the SemEval dataset and
the dataset extended with EXIST entries. All hyper-
parameters for this part of the testing were the same
as in task A experiments. Results depicted in Table
2 showed that BERTweet and RoBERTa achieved
the best results and will be further used in ensemble
creation. The insertion of EXIST data proved to de-
cline performance in the case of RoOBERTa models
but slightly improved it when using BERTweet.

Task C The problem in task C is similar to task B
in many ways but more fine-grained. Four classes
present in task B are split into a vector of between
2 and 4 sub-classes for a total of 11 classes. Be-
cause of that, two approaches were tested—the
first one being a single model for 11-class classi-
fication. The second approach was to use models
derived from task B research to firstly label an entry
as one of four task B categories, effectively split-
ting the dataset into four subsets. Based on that,
a multi-class classification model was created for
each subset. This approach allowed us to lower
the number of possible classes and fight the vast
imbalance problems. The latter strategy proved to
be more efficient on the development set for all

model architectures used, which were the same
ones as in task B due to the similarity of the prob-
lem. As the problem of class imbalance is even
more significant in task C compared to task B, a
similar augmented dataset with EXIST data points
was tested but proved to degrade the effectiveness
of models both for BERT and RoBERTa.

4 Experimental setup and final system
implementation

For final experiments and implementation, the
datasets introduced in Section 3.2 have been ex-
tended with provided development data (2000 data
points) and pre-processed with the help of the clean-
text* package. After preliminary experiments have
been completed, selected models have been re-
trained on the extended datasets using the Trans-
formers> package pipelines along with PyTorch®.
For validation purposes, 25% of the entries in devel-
opment datasets have been selected to achieve the
same class split percentage as the primary dataset.
For task A, it amounted to 500 validation data
points; for tasks B and C, it was 100. The sim-
ilarity for task B has been recalculated on the full
dataset using methods described in Section 3.2 and
the sentence transformers’ package.

4.1 Hyperparameter tuning and model
selection

Models selected in previous experiments under-
went hyperparameter tuning with a focus on learn-
ing rate alteration. During a grid search run, the
optimal value for BERTweet and RoBERTa base
models appeared to be 5e-6, while for RoOBERTa
large 3e-6 was chosen. In hopes of achieving better
performance in task A, all models fine-tuned on
datasets A1 and A2, which are imbalanced, were
tested using a weighted Binary Cross Entropy loss
as it allows for harsher penalization of the model
for getting the minority class wrong. For N training
samples, the loss can be expressed as 2, where the
weight w is calculated as the inverse of the fraction
of sexism samples to all samples, y; is the i-th tar-
get label, hy is the model with parameters 6, and
x; is the i-th input (Ho and Wookey, 2020).

version 0.6.0 https://pypi.org/project/clean-text/
version 4.26.1 https://pypi.org/project/transformers/
version 1.13.1 https://pytorch.org/

4
5
6
"version 2.2.2 https://www.sbert.net/
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Model Dataset | Macro-F1
RoBERTa large Al 0.853
BERTweet large Al 0.841
Toxicity RoBERTa | A2 0.853
RoBERTa large A2 0.861
BERTweet base A2 0.851
Toxicity ROBERTa | A3 0.847
BERTweet base A3 0.865

Table 3: Table showing task A final model benchmark.
The Macro-F1 values have been calculated on a valida-
tion subset of 500 points. Dataset description is present
in Section 3.2.

| X
N Z wy;log(hg(x;))
i=1

+(1 = i)log(1 — he(zi)))

2

Task A Using this modified loss function on
dataset A1 without modifying remaining parame-
ters increased BERT base performance from 0.785
to 0.789 and RoBERTa base from 0.791 to 0.8. On
the other hand, it decreased performance for all
models fine-tuned on dataset A2 and large model
versions on the Al dataset. The final selected
models - RoBERTa large, BERTweet large fine-
tuned on dataset A1, Toxicity RoBERTa, RoBERTa
Large, BERTweet base on dataset A2, and Toxic-
ity RoBERTa, BERTweet base on dataset A3 have
been retrained using additional 2000 points from
released development data, leaving out 500 mu-
tual data points for validation of ensembles. The
validation set has been selected to have a nearly
identical distribution of sexist/non-sexist labels as
the EDOS development set. Based on this set, the
performance of tuned models has been measured,
and the results can be observed in Table 3.

While the Macro-F1 score does not show vast
differences between augmented and base datasets,
looking into separate metrics for each class allows
us to see differences in operation. For the two
models: RoBERTa large and BERTweet base, fine-
tuned on each of the datasets, the averaged per-
formance metrics for the ‘sexist’ class were calcu-
lated and are depicted by Table 4. An enhancement
in performance on the minority class can be ob-
served in the case of the balanced dataset, as well
as substantial differences in recall when compared
to non-balanced data.

Dataset | Precision | Recall | Fl-score
Al 0.785 0.755 | 0.77

A2 0.795 0.765 | 0.78

A3 0.775 0.79 0.785

Table 4: Table depicting the performance metrics for
the ‘sexist’ class, averaged from two models: RoOBERTa
large and BERTweet base fine-tuned on each dataset.
Performance metrics have been calculated on a subset
of 122 sexist samples from the validation set used in
Table 3.

Task B For task B the group of models decided
upon was BERTweet base, RoBERTa base, and
RoBERTa large, which were trained on datasets B1
and B2. As the problem of vast class imbalance was
still present in dataset B1, a different loss function
was tested, allowing the model to focus on the most
challenging entries. Focal loss modifies the weights
for each sample by increasing them for the most
difficult cases and reducing them for the easy ones
(Lin et al., 2020). For simplicity, in a binary case
for y - ground truth label, p - estimated probability
for label 1, v - focusing parameter, o balancing
parameter, it can be expressed as 3.

FL(pt) = —ou(1 — pt)"log(pt)
p, ify=1 ©)
bt = .
1-p, otherwise

In the case of task B models, a Sparse Categor-
ical Focal Loss was used, which is a focal loss
implementation as an adapted multiclass softmax
cross-entropy from the focal-loss package®. Af-
ter a few experiments with hyperparameters, they
were set to v = 2, = 1. All models have been
fine-tuned on available data with added develop-
ment points, aside from 100 entries left out of the
EDOS development dataset, which will be used
for ensemble validation. Based on the results in
Table 5, it can be observed that usage of Focal Loss
provided performance benefits only in the case of
a RoBERTa base model, while the rest degraded
in performance. An interesting takeaway is the
improvement of BERTweet from extended data,
which in the case of ROBERTa large decreased the
Macro-F1 score.

Although the overall performance of models
trained using the extended dataset B2 depicted by
the Macro-F1 score does not show improvement,

8https://focal-loss.readthedocs.io/
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Model Dataset | Loss | Macro-F1 Ensemble size | Best Macro-F1
RoBERTa base | Bl FL 0.680 1 0.865
RoBERTa base | Bl CE 0.668 2 0.871
BERTweet base | B1 FL 0.671 3 0.885
BERTweet base | B1 CE 0.680 4 0.877
RoBERTa large | B1 FL 0.702 5 0.891
RoBERTa large | Bl CE | 0.714 6 0.879
BERTweet base | B2 CE 0.694 7 0.879
RoBERTa large | B2 CE | 0.690

Table 5: Table depicting task B final model benchmark.
The Macro-F1 values have been calculated on a valida-
tion subset of 100 points. FL - Focal Loss, CE - base
Cross Entropy loss, dataset descriptions can be found in
Section 3.2.

the insertion of EXIST data ameliorated the re-
sults on minority classes during testing. The most
significant increase in data quantity by augmen-
tation, described in Section 3.2, occurred for the
‘prejudiced discussions’ class, and the performance
reflects it. On average, between the same models
fine-tuned on datasets B1 and B2, the F1 score
for this class increased from 0.615 to 0.635 on the
validation subset. The performance on the other al-
tered class, ‘threats, plans to harm and incitement’,
which was injected with fewer entries, remained
nearly identical between the two train sets.

Task C For task C the idea of implementing Fo-
cal Loss due to task similarity was tested. In this
case, all of the models actually degraded in perfor-
mance; hence it was not used further. Due to pre-
vious testing, only specific models that performed
well in the previous task were fine-tuned for each
specific category.

4.2 Ensemble implementation

Task A The final step of system implementation
consisted of creating an ensemble. For the first
task of binary sexism detection, the final seven
models presented in Table 3 were chosen to be
a part of the ensemble. As the set of 500 points
was left out during training, it was used to test the
performance. A soft voting ensemble has been
created for all subsets from the set of seven final
models that consist of two or more models. It
is a popular method that averages the probability
predicted by each model (p;;). For M classifiers in
a binary problem it can be formalized for the i-th
entry as Equation 4 (Mohammed and Kora, 2022).

Table 6: Task A results of the best ensembles for each
size - a number of models used in the ensemble, 1 is a
single model. Metrics calculated on a validation subset
of 500 points.

M

§ = arg max 5 ; Pij )
The results of testing present in Table 6 show that
the best-performing ensemble for this validation
set consists of five models - Toxicity ROBERTa,
RoBERTa large, BERTweet base fine-tuned on
dataset A2, and Toxicity RoOBERTa, BERTweet
base fine-tuned on dataset A3. This is an exciting
observation that inserting models that used only Se-
mEval data worsened the results on the validation
set. Also, for each ensemble size the best score out-
performed every single model on its own. Another
interesting finding is that the second-best ensemble
consists of 3 models: RoBERTa large fine-tuned
on dataset A2, BERTweet base fine-tuned on the
dataset A2, and Toxicity RoBERTa fine-tuned on
dataset A3, which does not accommodate the best
performing model—BERTweet base on dataset A3.
The selected five-model ensemble was used as
the final solution to the problem in task A. The
graphical overview of the process is represented
by the graph in Figure 3. Further tests with an
additional weighting of scores for each model were
conducted. This led to improvements of around
0.2% in terms of Macro-F1 but was not used as

overfitting to the validation set might occur.

Task B The methodology for the final ensem-
ble implementation in task B was similar to the
first task. Five of the best models based on re-
sults in Table 5 were selected: RoBERTa base,
BERTweet base, and RoBERTa large on dataset B1,
and RoBERTa large, BERTweet base on dataset B2.
Only in the case of the RoOBERTa base trained on
EDOS data the version implemented with the Focal
loss function was selected. The base Cross Entropy
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Figure 3: Final ensemble creation process for task A

loss version was used in the remainder of the mod-
els. Task B presents a problem of multiclass classi-
fication problem; hence both soft voting and hard
voting strategies were tested. Hard voting ensem-
bles take the majority predicted class. In the case of
this implementation, for an even number of labels,
probabilities are taken into consideration, as in the
soft voting equation 4. The comparison between en-
semble strategies was not as straightforward as tests
conducted in task A, where a soft voting ensem-
ble outperformed the hard voting method for every
subset of models. For task B, an ensemble using
all five models with a hard vote scored a Macro-F1
score of 0.711 compared to 0.702 for the soft strat-
egy on the chosen validation set. The best solution
overall, however, was a soft vote ensemble encom-
passing three models, two fine-tuned on dataset B1
containing only SemEval data: BERTweet base,
RoBERTza large, and RoBERTa large on dataset
B2 with EXIST data added. This solution scored
a Macro-F1 of 0.724 on the validation set. Based
on the results seen in Table 7, not all ensembles
outperformed the single best model as was the case
in task A and the enhancement of using this method
is much less impactful than in task A.

Task C The chosen architecture for tackling the
problem in task C, based on previously described
experiments, is first to use the ensemble imple-
mented in the previous task to get category labels
and then predict using different models for each
label. This meant that for each of the four cate-

Ensemble size | Best Macro-F1
1 0.714
2 0.720
3 0.724
4 0.699
5 0.711

Table 7: Task B results of the best ensembles for each
size - a number of models used in the ensemble, 1 is a
single model. Metrics calculated on a validation subset
of 100 points.

gories, a separate ensemble had to be created. With
such an architecture, the number of used models
grows quickly, so only three models were trained
for each class—RoBERTa base, BERTweet base,
and RoBERTa large, which amounts to a total of
12 models. Due to time and resource constraints,
all three models were used in ensembles using soft
voting techniques based on experiments conducted
for task B. Due to the lack of test possibility on the
validation set, it was included in the training data.

5 Results

Task A The final solution was submitted for each
subtask and ranked on the leaderboard. For the
problem in task A, we achieved a Macro-F1 score
of 0.838 and an accuracy of 0.880 with more de-
tailed metrics depicted in Table 8, which placed
us at the 36th place out of 84 submissions. After
the release of labelled test data, the remainder of
the ensembles created in Section 4.2 were tested.
An ensemble that encompassed three models, the
best ones on each dataset based on validation data
results in Table 3: ROBERTa large on dataset Al,
RoBERTa large on dataset A2, BERTweet base on
dataset A3 achieved a Macro-F1 score of 0.858
on the test set, which far exceeds the performance
of the submitted model. On the selected valida-
tion set, on the other hand, it scored 0.872 com-
pared to 0.891 of the submitted system. These
results show that the presented architecture is capa-
ble of achieving a much higher score but also that a
method of ensemble creation from multiple varying
models on different datasets is highly dependent
on selected data, even if the class distribution is
similar. The best performing single model was
the BERTweet large fine-tuned on dataset Al as it
achieved a Macro-F1 score of 0.849 on the test set,
and has been released on Hugging Face®.

*https://huggingface.co/tum-nlp/bertweet-sexism
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Precision | Recall | Fl-score
Not sexist 0.92 0.92 0.92
Sexist 0.75 0.76 0.76
Accuracy 0.88
Macro avg 0.84 0.84 0.84
Weighted avg | 0.88 0.88 0.88

Table 8: Table showing main classification metrics of
submitted solution for task A.

Task B The ensemble submitted to task B
achieved a Macro-F1 score of 0.623, which re-
sulted in the 29th place out of 69 submissions.
Contrary to the results shown in Table 5, where
most of the models performed similarly, on the test
set ROBERTa large trained on dataset B1 scored a
Macro-F1 of 0.642, while the rest of the models
achieved 0.605 or worse. The best model remains
the same on both datasets, but the discrepancy is
much higher; hence, the selected ensemble wors-
ened the result.

Task C The performance of the final solution for
task C was bound to the predictive capabilities of
the previous model due to the architecture. Never-
theless, it managed to score a Macro-F1 of 0.457,
ranking us as the 25th best team out of 63 submis-
sions. In this case, the ensemble choice was fitting,
outperforming the remainder of possible combi-
nations while achieving better results than chosen
models on their own.

6 Conclusion

In this paper, we describe a system for each of the
three tracks for the EDOS task based on soft voting
ensembles of multiple Transformer-based models.
The solutions scored top 40% on all three subtasks
highlighting the consistency. We compare different
methods of data augmentation and loss function
adaptation to combat class imbalance. The impact
of including additional balancing data from exter-
nal sources on the performance of the models is
explored. It is shown that increasing the number
of minority class entries can increase efficiency
in that class, but the overall performance might
degrade. A comparison of performance on differ-
ent test sets and the variation of ensemble results
are discussed in detail, weighting its benefits and
drawbacks. We also explore the benefits of using
field-specific pre-trained models in comparison to
the base counterparts. Plans for future work involve
exploring and explaining the models to focus on

the interpretability part of sexism detection, along
with further comparisons between single-model ar-
chitecture and the use of ensembles in that regard.
Mitigating the negative impact of augmenting the
dataset with minority class entries from external
sources on majority class performance would be
another development step in this study.

Limitations

The final solution proposed by our team is based
on ensembles. It has been shown in this work that
they have the potential to increase the performance
over a single model solution but come with some
drawbacks. The resources required for training an
ensemble consisting of five models, as in the solu-
tion for task A, are five times higher than a single
model. Training time and computing power re-
quirements are not the only constraints with such a
solution, as the memory footprint is also increased.
Designing a reliable ensemble can be difficult and
require more testing, as using the best-performing
models is often not the optimal solution which has
been shown in previous work (Wang, 2008). The
EDOS task focuses not only on the detection of
online sexism but also on the explanation behind
it in the form of hierarchical categorization. There
are many other methods of enhancing interpretabil-
ity. Some of them use specific features of a model,
e.g. attention scores, to explore model behaviour,
which would inherently be more difficult to extract
from an ensemble (Bodria et al., 2020).
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