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Abstract

The SemEval-2023 Task 3 competition of-
fers participants a multi-lingual dataset anno-
tated into three schemes, one for each sub-
task. The competition challenges participants
to construct machine learning systems that can
categorize news articles based on their nature
and style of writing. We experiment with
many state-of-the-art transformer-based lan-
guage models proposed in the natural language
processing literature and report the results of
the best ones. Our best performing model is
based on a transformer called "Longformer"
and has achieved an F1-Micro score of 0.256
on the English version of subtask-1 and an F1-
Macro score of 0.442 on subtask-2 on the test
data. We also experiment with several state-of-
the-art multi-lingual transformer-based models
and report the results of the best performing
ones.

1 Introduction

Transformer-based models have seen immense suc-
cess in natural language processing (NLP) tasks
and the entire machine learning field in general.
The self-attention mechanism combined with a
deep number of layers has proved to outperform
traditional deep learning architectures like the Re-
current Neural Network in the NLP field. Trans-
former models have also allowed for the process
of transfer learning of large models that were pre-
trained on large corpora. This in turn gave NLP
researchers the ability to use the state-of-the-art pre-
trained models on downstream NLP tasks which
has been proven to be a much better method than
only training on the downstream task data. In ad-
dition to their success in NLP tasks, transformer-
based models have also been widely used in com-
puter vision and speech recognition applications.
One key advantage of transformer models is their
ability to capture long-range dependencies in the
input data through self-attention, allowing them

to make more informed predictions about the rela-
tionship between different elements in a sequence.
This has led to breakthroughs in tasks like lan-
guage translation, sentiment analysis, and question-
answering. The pre-trained transformer models
like GPT-3 (Brown et al., 2020) and BERT (De-
vlin et al., 2018) have achieved impressive perfor-
mance in many NLP benchmarks (Gillioz et al.,
2020), often outperforming human-level accuracy
(Shlegeris et al., 2022). Another advantage of pre-
trained transformer models is their ability to adapt
to new domains with minimal training data, which
greatly reduces the cost and time required for devel-
oping new NLP applications. The SemEval-2023
Task 3 competition (Piskorski et al., 2023) is an
NLP task in that focuses on the detection of vari-
ous categories in news articles. Our research aims
to explore the performance of different transformer-
based models on the Task at hand and provide in-
sights into the strengths and weaknesses of these
models for detecting various types of categories in
news articles.

2 Dataset

The SemEval-2023 Task 3 competition offers
datasets of labeled articles from 6 languages. The
languages are English, German, Italian, French,
Polish, and Russian. Each language has a dataset
for training, validation and testing. The competi-
tion also offered testing datasets for 3 "surprise"
languages (Spanish, Greek and Georgian). In our
work, we focus only on the English, German, Ital-
ian French and Polish languages. Each dataset was
annotated in three schemes one for each sub task.
Subtask-1 titled "News Genre Categorization" fo-
cuses on categorizing the article based on whether
an article is an "opinion", a "report" or a "satire"
piece (Multi-class Classification). Subtask-2 is ti-
tled "News Framing" and aims to detect the pres-
ence of a set of 15 frames that would potentially
be used in an article (Multi-label Classification).
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Finally subtask-3 is titled "Persuasion Techniques
Detection" and aims to detect the presence of a set
of 23 pre-defined persuasion techniques in a single
paragraph (Multi label classification). Subtasks-1
& 2 work on an article level while subtask-3 works
on the paragraph level.
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Figure 1: Bar plot of the frequencies of the labels in sub
task-1 for different languages.

The datasets are highly imbalanced where cer-
tain labels are more frequent than others. For exam-
ple, the training dataset of subtask-1 for the English
language has 382 articles labeled as "opinion", 41
articles as "reporting" and only 10 as "satire". Sim-
ilarly the labels of subtask-2 for the English dataset
are imbalanced with Classes such "Political" and
"Morality" having a high number of occurrences
(235 & 203) while other classes such as "Public
Opinion" and "Economic" have low occurrences
(23 & 28). This class imbalance represents one
of the major challenges these datasets pose since
it would be difficult for the models to learn how
to detect the classes with low frequencies in the
training data. Figure 1 shows a bar plot of some
of the training datasets for subtask-1 showcasing
the class-imbalance across all languages. Another
major challenge is the inability of the models to
take an entire article as input whether in training
or inference. The transformer based models use a
fixed maximum number of input tokens configu-
ration with 512 tokens being a common one. The
articles in the training data typically have a number
that exceeds 512 tokens with 75% of the articles
having more than 1300 tokens. Sequences that ex-
ceed the maximum number of tokens are truncated

to only include the first n amount of tokens in an
example where 7 is the maximum input length of a
transformer model (e.g. 512).

3 Methodology

In this section we describe our methodology where
we experiment with a number of different mod-
els and report the results. We only focus on the
first two subtasks "News Genre Categorization”
and "Framing Detection". For both subtasks, we
stack a fully connected linear layer that takes as
input, the pooled output of the transformer model.
The pooled output is a vector that represents the
input sequence encoded by the transformer. The
activation function of the linear layer depends on
the subtask. For subtask-1 which is a multi-class
classification problem we use a Softmax activa-
tion. While for subtask-2 which is a multi-label
classification problem we use a Sigmoid activation
function. For all our networks we use the Adam
optimizer with weight decay and a dropout of 0.1
on the last pooling layer of the transformers.

3.1 Pre-trained Models

BERT introduced in Devlin et al. (2018) was
one of the first groundbreaking transformer-based
models that allowed for the fine-tuning of a large
pre-trained language model on finer more down-
stream tasks. Bert utilized the encoder component
in the original Transformer architecture (cite "at-
tention is all you need") and was trained using the
"Masked Language Modelling" and "Next sentence
prediction” objectives on a large dataset. Different
versions of BERT were introduced based on the
size of the model. The version we use is known
commonly as "bert-base-cased". The term "cased"
refers to the fact that the model does not lower case
the input text and instead maintains the original
morphology of a word.

RoBERTa (Liu et al., 2019) was introduced as
an optimized version of bert where the authors im-
proved on the original bert by (1) using Character-
level Byte-pair encoding for the tokenizer (2) Re-
moving the "Next-sentence prediction” objective
(3) Increasing the batch-size and finally (4) increas-
ing the training data. Using all of these improve-
ments would lead to a better language model as the
authors claim.

BigBird was proposed by Zaheer et al. (2020)
with an alternative attention mechanism. The orig-
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Table 1: Table shows the results of the best performing models on the validation data for the English dataset.

| Subtask-1 | Subtask-2 |

Max length Learning Rate Batch-size ‘ F1-Micro F1-Macro ‘ F1-Micro F1-Macro ‘

| Model
| Model Name
bert-base-cased 512 3e-4
roberta-base 512 le-5
bigbird-base 1400 le-5
Longformer 1400 le-5

32
32
16
14

0.421 0.275 0.594 0.316
0.421 0.284 0.635 0.311
0.397 0.272 0.661 0.375
0.445 0.305 0.632 0.387

inal BERT model uses self-attention to calculate
the relation of each token in the input sequence
to every other token resulting in a complexity of
O(n?) where n is the number of tokens in the input
sequence. This in-efficient method is infeasible
for longer sequences. BigBird uses a sparse imple-
mentation of self-attention to make a more efficient
model that can accept a larger input size. Bert’s
max input length is 512 while BigBird is 4096 to-
kens. It is worth noting that BirdBird uses the more
optimized version of BERT (RoBERTa).

Longformer is uses another alternative approach
of modifying the self-attention mechanism in the
original to achieve a more efficient implementa-
tion that allows for reading examples with longer
sequences. The authors (Beltagy et al., 2020) high-
light three essential concepts of calculating the at-
tention pattern. A "Sliding Window" which "slides"
accross the input sequence to calculate the self-
attention in a local context within the input se-
quence. A "Dilated Sliding Window" which is simi-
lar to dilated convolutions in Convolutional Neural
Networks is used to increase the receptive field.
And finally "Global Attention" in which, selected
tokens within the input sequence will have global
attention where the selected token attends to all in-
put tokens and all input tokens attends to them. For
example, the special token [CLS] which is com-
monly used for classification in transformer models
can be used as a way of encoding all the informa-
tion from the entire input sequence by marking it
as a selected token for global attention.

mBERT means "multilingual BERT" and is a
multilingual version of the original BERT (Devlin
et al., 2018) with the same number of parameters
and architecture. However, the model was trained
on a dataset that contains more than just English.

XLM-RoBERTa (Conneau et al., 2019) "XLM"
is a short-hand that means Cross-lingual Language
Model. (cite XLLM-roberta paper) proposes to use

the RoOBERTa model proposed in (cite roberta pa-
per) and train it on a multi-lingual dataset. The
model is trained on a 100 languages including En-
glish, Italian, French, and German.

3.2 Results and Discussion

We perform multiple experiments with each model
and report the results. For BERT, RoBERTa, Big-
Bird and Longformer, we train these models only
on the English dataset. The multilingual models
(mBERT, XLM-RoBERTa) are trained on each lan-
guage individually. We train each model for 50
epochs and apply an early stopping condition with a
patience of 5 epochs. This does mean that for some
models, if their performance does not increase after
5 epochs the code halts model training. Table 1
shows the results of training the English only mod-
els. We show that training models with a higher
maximum input length does indeed lead to better
performance. However, a higher input length does
require more computational resources and as such
it is necessary to use a lower batch size for mem-
ory limitations. This issue also prevents us from
training language models with a larger size. For
example, for BERT we use only the "base" version
which has fewer parameters than the "large" ver-
sion of BERT. We also set a max length of 1400 for
BigBird and Longformer even though those two
models can accept up to 4096 input tokens. It is
worth mentioning that we use a machine equipped
with an RTX-A6000 GPU which has 48 Gigabytes
of on-memory storage which is considered to be
relatively expensive compute and not available to
many researchers. Longformer was the best per-
forming model in our experiments and is the model
we use for submitting predictions for subtask-1 &
2 for the English language. Longformer achieved
an Fl-micro of 0.370 and F1-Macro of 0.256 on
subtask-1 and subtask-2 respectively on the test
data. We do experiments with models capable of
large context sizes only on the English data due
to the fact that LongFormer and BigBird are only
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Table 2: Shows results of training multi-lingual models on each language individually. All models were trained with
a batch size of 32 and a maximum input sequence length of 512 tokens.

Model Subtask-1 (F1-Micro) Subtask-2 (F1-Macro)
Model Name Learning Rate | English German French Italian | English German French Italian
mbert-base-cased 3e-4 0.530 0.644 0.666  0.779 0.348 0.323 0.258 0.305
XLM-roberta-base le-5 0.361 0.644 0.685 0.766 0.630 0.300 0.252  0.3211

pre-trained on English data. We do note however
that an open-source multi-lingual large language
model called "BLOOM" (Scao et al., 2022) which
was released recently. BLOOM has a context size
of 2048 tokens and hence it is a promising model
for this task. However, we note that simply using
models with a large context size input doesn’t not
entirely solve the problem. According to the an-
notation guidelines posted by the SemEval-2023
task 3 organizers for the competition dataset.!, the
authors note that for some of the labels/categories
in the sub-tasks at hand appear in a form of a frag-
ment in the whole article. Meaning that, a small
sentence or even a few words are enough to grant
the entire article a label/category. This serves as
a hint to the fact that systems with fine-grained
analysis of small sequences of tokens present in the
articles might prove more promising than systems
that process the entire article or even a paragraph
all at once.

We present our system’s performances on the test
data in Table 2.

4 Conclusion

We have discussed the transformer-based models
that we experimented with. Our best model that
we fine-tuned was Longformer and had surpassed
the other models due to its ability to read higher
sequence lengths. While it is intuitive that a larger
max input length leads to better performance, it is
possible that adding a preprocessing pipeline in-
stead of naively training on the news articles with
no pre-processing would yield better results. The
preprocessing pipeline could consist of either han-
dling the class imbalance or focusing more on fine-
grained analysis rather than processing the entire
all at once articles.
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