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Abstract

We present our submission to SemEval-2023
Task 10: Explainable Detection of Online Sex-
ism (EDOS). We address all three tasks: Task
A consists of identifying whether a post is sex-
ist. If so, Task B attempts to assign it one of
four classes: threats, derogation, animosity, and
prejudiced discussions. Task C aims for an
even more fine-grained classification, divided
among 11 classes. We experiment with fine-
tuning of hate-tuned Transformer-based models
and priming for generative models. In addition,
we explore model-agnostic strategies, such as
data augmentation techniques combined with
active learning, as well as obfuscation of iden-
tity terms. Our official submissions obtain an
F; score of 0.83 for Task A, 0.58 for Task B
and 0.32 for Task C.

1 Introduction

The shared task on Explainable Detection of On-
line Sexism (EDOS) defines sexism as any abuse
or negative sentiment directed towards women
based on their gender, or based on their gen-
der combined with one or more other identity at-
tributes (e.g. Black women, Muslim women, Trans
women) (Kirk et al., 2023).

The EDOS shared task focuses on English posts
from Reddit and Gab and proposes three hierarchi-
cal sub-tasks.

Task A Binary Sexism Detection: systems have
to predict whether a post is sexist or not.

Task B Category of Sexism: if a post is sexist,
systems have to predict one of four mutually ex-
clusive categories: (1) threats, (2) derogation, (3)
animosity, or (4) prejudiced discussions.

Task C Fine-grained Vector of Sexism: if a post
is sexist, systems have to predict one among 11
mutually exclusive subcategories, e.g., threats of
harm, descriptive attacks (see Table 1, bottom).

In this paper, we present our approach to address
all three subtasks. For Task A and B, we employ

hate-tuned models built upon BERT (Devlin et al.,
2019) and RoBERTa (Zhuang et al., 2021). We
experiment with two model-agnostic techniques:
obfuscation of identity terms and data augmenta-
tion with and without active learning. These strate-
gies apply only to the model inputs and not to the
internal model structure.

The first strategy involves masking gender-
identifying information such as names and pro-
nouns and aims at reducing unintended bias (Nozza
et al., 2019; Dixon et al., 2018). The second strat-
egy uses feedback from the model to iteratively
select new training examples that positively influ-
ence the performance on the validation set.

For Task C we employ a single hate-tuned model,
RoBERTa-hate, and explore the potential of genera-
tive models in such a fine-grained text classification
setting via in-context learning.

2 Background

Sexist language can take many forms, ranging from
overtly misogynistic or violent language to subtle
forms, such as implicit bias (Sap et al., 2020) and
microaggressions (Breitfeller et al., 2019). While
misogyny implies hate towards women (Savigny,
2020), sexism can be concealed behind friendly
statements, like in benevolent sexism (Jha and
Mamidi, 2017), making sexism detection challeng-
ing.

While many relevant shared tasks have been fo-
cusing on the detection of misogyny (Fersini et al.,
2018, 2020, 2022; Anzovino et al., 2018; Basile
etal., 2019), some have tackled the detection of sex-
ism as well; i.e. the two editions of sEXism Iden-
tification in Social neTworks (Rodriguez-Sénchez
et al., 2021, 2022), which focused both on a bi-
nary and a multi-class categorization of sexism. In
both editions, the majority of participants exploited
transformer-based systems for both tasks. Some
managed to improve the performance with data
augmentation techniques, via back translation tech-
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niques (Butt et al., 2021) or task-related existing
datasets (Garcia-Baena et al., 2022).

Sexism detection has been addressed mostly as
a binary or a multi-class problem by identifying
the type of sexist behaviours (Parikh et al., 2019;
Jha and Mamidi, 2017; Sharifirad et al., 2018).
Some strategies leverage knowledge graphs (Shar-
ifirad et al., 2018), ensemble models of neural ar-
chitectures (Parikh et al., 2019), LSTMs (Jha and
Mamidi, 2017) or CNNs (Zhang and Luo, 2019).
Sap et al. (2020) handles this problem as a style
transfer task, by turning implicit bias in language
into explicit statements. Chiril et al. (2020) explore
BERT contextualized word embeddings comple-
mented with both linguistic features and general-
ization strategies (i.e., replacement combinations)
in order to distinguish reported sexist acts from real
sexist messages.

One of our objectives in this shared task is to
explore the use of generative models for the identi-
fication of types of sexism. NLP has experienced
a surge in promising generative models such as
GPT-3 (Brown et al., 2020; Ouyang et al., 2022),
GPT-Neo (Black et al., 2021; Gao et al., 2020)
and BART (Lewis et al., 2019). They have shown
to possess a broad set of language pattern recog-
nition abilities, which are employed during the
forward-pass to adapt to any task on the fly, in-
cluding text classification. This method of classifi-
cation is called prompting (Brown et al., 2020), and
while many variations exist, one particularly suc-
cessful technique is priming (Webson and Pavlick,
2022). Also known as in-context learning or few-
shot classification, it consists in prepending a lim-
ited amount of examples to the message to be pre-
dicted, additionally wrapping each one in a tem-
plate. Since both the learning and prediction steps
coincide, there is no requirement for further weight
updates (Webson and Pavlick, 2022). To the best
of our knowledge, their usage in the field of hate
speech detection is limited. Chiu et al. (2021) ex-
amined the ability of GPT-3 to identify hate speech
on the ETHOS dataset (Mollas et al., 2022). Their
findings show that these models are not ideal for
hate speech detection, as the average accuracy rates
are between 50 and 70% in a binary setting.

3 Datasets

Table 1 shows the class statistics for Tasks A, B and
C. The dataset for Task A is skewed towards the
negative class. As the numbers for Task B show,

train dev test

Task A
Sexist 3,398 486 970
Not Sexist 10,602 1,514 3,030
Task B

1 Threats 310 44 89

1,590 227 454
1,165 167 333

2 Derogation
3 Animosity

4 Prejudiced Discussion 333 48 94
Task C
1.1 Threats of harm 56 8§ 16
1.2 Incitement and encouragement of 254 36 73
harm
2.1 Descriptive attacks 717 102 205

2.2 Aggressive and emotive attacks 673 96 192

2.3 Dehumanising attacks and overt 200 29 57
sexual objectification

3.1 Casual use of gendered slurs, pro- 637 91 182
fanities, and insults

3.2 Immutable gender differences and 417 60 119
gender stereotypes

3.3 Backhanded gendered compli- 64 9 18
ments

3.4 Condescending explanations or 47 7 14
unwelcome advice

4.1 Supporting mistreatment of indi- 75 11 21
vidual women

4.2 Supporting systemic discrimina- 258 37 73
tion against women as a group

Table 1: Class distribution for the tasks A, B and C.

derogation is the most frequent type of sexism,
followed by animosity; prejudiced discussions and
threats are the least frequent. These four classes
are further divided for Task C, which zooms into
different subtypes of sexism.

In addition to labelled data, 2M unlabelled posts
were provided —1IM from Gab and 1M from
Reddit—, which were used to augment our training
set through active learning (Hino, 2020).

4 Models Description

We experiment with hate-tuned Transformer-based
models and generative models. We compare the
former with their original counterpart: BERT (De-
vlin et al., 2019) and RoBERTa (Zhuang et al.,
2021). All hate-tuned models are fine-tuned on
our downstream task. We perform a minimum
parameter selection tuning on the validation set
(10% of the training set). We selected the highest
performing learning rate € [le—5,2e—5, le—2];
batch size € [4, 8, 16, 32]; epochs in range [1 — 10].
Appendix A includes the best parameters for each
model.

4.1 Hate-Tuned Encoder Models

We experiment with:
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twitter-roberta-base-hate (Barbieri et al., 2020):
a RoBERTa-base model trained on 58M tweets
and fine-tuned for hate speech detection with the
TweetEval benchmark (Basile et al., 2019).
hateXplain (Mathew et al., 2021): a BERT model
trained on Twitter and Gab hateful posts. Each post
has 3 levels of annotation: a multi-class labeling
—hate, offensive or normal—, the target community
and the rationales (i.e. the span of the post on which
the labelling decision is based).

hateBERT (Caselli et al., 2021): a re-trained
BERT model for abusive language detection,
trained on RAL-E, a large-scale dataset of Red-
dit comments in English from communities banned
for being offensive, abusive, or hateful.

4.2 Generative Models

Although the GPT-3 family currently represents the
de-facto standard for generative models, it is not
open source and is only accessible through its dedi-
cated API, which not only limits the possibilities
for fine-tuning, but also bills per token, making it
notably expensive (Webson and Pavlick, 2022).
For this reason, we opt for GPT-Neo (Wolf et al.,
2020; Black et al., 2021; Gao et al., 2020), a trans-
former model developed starting from EleutherAl’s
GPT-3 architecture replica and trained on the Pile,
a large scale curated dataset for language genera-
tion. We experiment using both the 1.3B parameter
model (EleutherAI/gpt-neo-1.3B) and the 2.7B
parameter model (EleutherAI/gpt-neo-2.7B).

5 Experiments and Results

In this section we present the experiments per-
formed for each of the tasks, along with the results
on the development and test set.

5.1 Task A

Obfuscation of Identity Terms From the obser-
vation of previous tasks on misogyny detection
(Fersini et al., 2020; Nozza et al., 2019; Muti and
Barrén-Cedeiio, 2020), and from a preliminary er-
ror analysis on our validation set, we noticed that
identity terms might lead to biased model deci-
sions. Identity terms tend to be associated with the
positive class due to their high co-occurrence. To
reduce those spurious correlations, we obfuscate
all identity terms in the training set. Specifically,
we replace all instances of identity terms (woman,
girls, female, etc.) with a generic placeholder to-
ken; e.g., [THEM] for plural and [IT] for singular

forms.! We then train our best-performing model
— roberta-hate — on this obfuscated dataset and
evaluate its performance on the un-obfuscated dev
set. Table 2 shows the results. The performance
drops by 0.005 compared to our best model, i.e.
roberta-hate. Appendix C shows the confusion
matrix for these two models. We manage to de-
crease the false positive rates, by limiting the spuri-
ous correlations with identity terms, at the expenses
of an increase in false negatives. Given the unsatis-
factory results, we discard this approach in the next
steps.

Data Augmentation with External Resources
Since the dataset is heavily imbalanced, we ex-
ploit the following task-related datasets annotated
for misogyny or sexism to increase the size of our
training set:

* SBIC (Sap et al., 2020) 150k social media posts
with implied bias and offensiveness. The data
comes from Reddit, Twitter and hate websites,
such as Gab and Stormfront. We select those
targeting women (3.7k posts), aiming to make
our model more sensitive to implicit sexist state-
ments.

e AMI (Fersini et al., 2018; Anzovino et al., 2018)
4.4k misogynous tweets of the two editions of
Automatic Misogyny Identification targeting the
English language.

* The ’Call me sexist but’ Dataset (Samory,
2021) 2.1k sexist tweets collected by querying
the phrase ‘call me sexist but’, which were sub-
sequently removed, leaving only the remaining
text. This dataset contains in addition 1.1k hostile
sexist instances from Waseem and Hovy (2016)
and 821 instances of benevolent sexism from Jha
and Mamidi (2017).

* Microaggressions (Breitfeller et al., 2019) 1.3k
gender-based posts from microaggressions.com,
which collects self-reported microaggression
episodes.

* Incels.is 1.1k posts that we bootstrapped from
the Incels.is forum, annotated for misogyny.

* Implicit Hate (ElSherief et al., 2021) 6.4k im-
plicitly hateful tweets, annotated for the target
(e.g., race, religion, gender). We select the 65
posts targeting women.

"For example, I hate women would be transformed into
I hate [THEMI.
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model strategy dev test model strategy dev  test
roBERTa-base - 0.813 - roBERTa-base - 0.614 -
bert-base-unc. - 0.781 - bert-base-uncased — 0.570 -
HateXplain - 0.791 - roberta-hate - 0.638 0.58
HateBert - 0.839 - HateXplain - 0.578 -
roberta-hate - 0.845 0.835 HateBert - 0.606 -
roberta-hate obfuscation 0.840 - Bart zero-shot 0.280 -
roberta-hate data aug. (ext.) 0.820 -

roberta-hate data aug. (int.) 0.830 _ Table 3: Macro F; for Task B. The submitted system

Table 2: Macro F; for Task A. Strategy data aug. (ext.)
refers to adding the positive instances from external
datasets from similar tasks; data aug. (int.) refers to
silver data produced via active learning. Our submitted
system (roberta-hate) differs from the top-performing
one by 0.04 points.

We add in bulk only the positive instances to
make the dataset more balanced. Table 2 reports
the results of this experiment, showing a drop of
0.02 points compared to our best model. Appendix
B includes an ablation study in which we add one
dataset at a time, including both positive and neg-
ative instances. Whether we add additional pos-
itive instances in bulk, or one dataset at a time
(see Appendix B), we see no improvements in the
performance with respect to our best model, i.e.
roberta-hate. The model does not seem to ben-
efit from external data, probably because of the
cross-domain shift (Twitter, Reddit, blogs), which
confuses the model. This finding is in line with cur-
rent research, claiming that hate speech detection
models show low generalizability across datasets
(Yin and Zubiaga, 2021).

Data Augmentation with Provided Resources
Since the previous technique did not yield positive
results, we employ data augmentation using the
unlabelled data provided. We use the following
approach. Let D; be our labelled training set, D,,
the unlabelled dataset, and m,. our best baseline
(roberta-hate): (i) Train m, on Dj. (ii) Predict
the instances in D, with m,. (iii) Rank the in-
stances in D,, according to the confidence of the
prediction score returned by m,.. (iv) Add itera-
tively the top-k instances in D,, as silver data to
D;. We repeat until the performance on the vali-
dation set improves and re-train a new model on
our newly-originated training set at the end. We
set kK = 200 and we manage to add 1% instances to
our original dataset (after four iterations the perfor-
mance has stopped improving).

(roberta-hate) differs from the top-performing system
by 0.15 points.

As Table 2 shows, our model does not bene-
fit from additional data, neither task-related, nor
labelled via active learning. Hence, we do not con-
sider such strategies for the rest of the tasks.

5.2 TaskB

For Task B we experiment with the same models
employed for Task A. In addition, we experiment
with bart-large-mnli (Lewis et al., 2019), a genera-
tive model with a ready-made zero-shot sequence
classifier head. Table 3 shows the results. As ex-
pected, the zero-shot model shows the worst perfor-
mance. The top-performing model on the dev set
is confirmed to be roberta-hate, therefore we use it
to predict on the final test set. However, in the test
set the performance drops by 0.06 points.

5.3 TaskC

Starting from the best model for Task B,
roberta-hate, we employ it for Task C as well.
We develop two training strategies, once from
scratch and once in a cascaded setting, following
the broader category assigned by the Task B model.
In the first approach (all_categories), the model
has access to all eleven categories, whereas in the
second approach (subcategories), we use four clas-
sifiers, one for each class predicted by the model
for Task B. Table 4 shows the results. The model
does not benefit from the pre-categorization of Task
B, due to the noisy input, resulting in a 0.02 perfor-
mance drop. To confirm that the errors are propa-
gated by the imperfect Task B model, we perform
an additional set of experiments on the test set with
a perfect classifier for Task B instead of relying
on the performance of a previous model. Using
the same settings, the performance significantly
increases by 0.25, thus confirming that the noisy
input was swaying the model and that using sepa-
rate classifiers for each subclass leads to increased
accuracy for the predictions.
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model strategy dev test
GPT-Neol.3 all categories 0.048 0.093*
GPT-Neol.3 subcategories  0.120 -
GPT-Neo2.7 all categories 0.025 -
GPT-Neo2.7 subcategories  0.120 -
roberta-hate  all categories 0.332 0.315
roberta-hate  subcategories  0.316 -
GPT-Neol.3 subcategories+ - 0.180*
roberta-hate  subcategories+ - 0.580*

Table 4: Macro F; for Task C. The submitted system
(roberta-hate) differs from the top-performing system by
0.24 points. Rows marked with (*) are calculated after
the release of the gold labels for the test dataset. Rows
marked with (+) start from a perfect Task B classifier,
which is in line with the top-performing system.

Given the low scores obtained and the significant
amount of subcategories for Task C, we attempt
to approach the task using generative models to
leverage their high ability of contextual understand-
ing. We employ priming techniques to generate the
predictions, devising prompts with examples and
labels extracted from the main dataset. Addition-
ally, we attempt to explore the effect of different
prompting scenarios on the performance of gen-
erative models, following the same settings previ-
ously used with roberta-hate. We also experi-
ment with including either one or two examples
per category for the subcategories setting to un-
derstand whether providing more in-context data
improves model performance. Appendix D shows
the prompt structure.

The temperature value for the GPT-Neo mod-
els is set empirically. In our case, being restricted
among 11 classes meant the model should not be
too creative, but setting it too low might confuse
it. A range of [0.5, 1] is commonly adopted for
generative tasks, but we need to adapt it for classi-
fication tasks, which are more restrictive. We have
first experimented with a value of 0.1 on a small
set of prompts (Brown et al., 2020; Webson and
Pavlick, 2022), which did not produce meaningful
predictions. By increasing it to 0.3 we managed
to obtain sensible outputs, we thus set the temper-
ature to 0.3 for all of our experiments. Table 4
summarizes the results obtained using the different
prompt settings. The only results we show for the
subcategories setting are obtained using the prompt
containing two examples, because it emerged that
by providing a single example the model would
often generate additional random categories, such

as '1.3’, despite including the complete list of cate-
gories within the prompt itself. While the results on
both subcategories settings might look promising,
the results are actually misleading because the out-
put prediction is always the last category provided
in the examples, mimicking a repetitive pattern
rather than actually generating a meaningful pre-
diction. Only the all_categories prompt appears
to be able to generate actual predictions and we
experiment with it on the test set as well. The re-
sults are on par with those from random predictions,
suggesting that such a fine-grained classification is
difficult to predict using in-context learning with
our generative models, in spite of their strong NLU
capabilities.

6 Error Analysis

We conduct an error analysis for Task A to under-
stand patterns of misclassification.> We observe
all misclassified instances manually. With the help
of the NLTK library, we retrieve frequent words in
misclassified instances. In false positive cases in
Task A we found identity terms (e.g., women) and
sexually-abusive terms such as rape and fJ%ck, used
without the intentionality of harming, like in the
case of reports of sexist acts or non-offensive slurs.
Since such terms are frequently used in sexist in-
stances, the model gets confused when they occur
in non-sexist instances, resulting in being labeled
as sexist. This suggests that intentionality must be
considered when discriminating between actually
sexist and reported sexist acts, as stressed by Chiril
et al. (2020). The obfuscation of identity terms led
to a decrease in false positive rates, at the expenses
of a lower recall, resulting in more false negatives.
This is expected, as for instance the sentence ‘I hate
women’ would be likely identified by a standard
model, but the sentence ‘I hate [THEM]" would
likely not be classified as sexist.

7 Conclusions

In this paper we presented our submission to the
EDOS shared task (Kirk et al., 2023). We exper-
imented with hate-tuned Transformer-based mod-
els for Task A, B and C, and generative models
for Task B and C. For Task A, we adopted model-
agnostic strategies such as the obfuscation of iden-
tity terms and data augmentation, with and without
active learning. For all three tasks, our best model

*We do not include Task B and Task C due to the high
variability of our results.
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is always a vanilla roberta-hate. For Task A,
the model does not benefit from additional data,
neither task-related annotated data, nor silver data
produced via active learning. The obfuscation of
identity terms does not negatively impact the per-
formance, but does not help either, although we
manage to decrease the false positive rates, at the
expense of a lower recall. For Task C, deep learning
models do not have enough samples to learn from:
a hybrid linguistically-informed system might thus
be preferable for this kind of task and it is our
intention to try it in the future.
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A Best Parameters per Model and Task

Table 5 shows the hyperparameters that led to the
best performance for each model on each task.

B Ablation Study

This Appendix contains the results of the ablation
study performed to observe the impact of adding
each dataset individually to the original training set
for task A. All models were trained with roberta-
hate, with the original training set plus the instances
of each dataset. The hyperparameters are as in Ta-
ble 5. As Table 6 shows, the datasets that less
impacted the performance were Microaggressions

model task Ir bs epoch
roBERTa-base A le-5 16 4
roBERTa-base B le-5 8 5
bert-base-uncased A,B 2e-5 16 4
roberta-hate A, B le-5 16 5
roberta-hate C le-5 16 6
HateXplain A 2e-5 16 8
HateXplain B 2e-5 16 5
HateBert A, B 2e-5 16 5

Table 5: Best hyperparameters per model and task, as
fine-tuned on the development set (Ir=Ilearning rate,
bs=batch size).

(Breitfeller et al., 2019) and Implicit Hate (ElSh-
erief et al., 2021), which had the smallest number
of instances.

To better understand the impact of each dataset
individually, we train a model with the original
training set plus the same number of instances
across all external datasets. We select the dataset
with the least number of instances (Incels.is - 1.1k)
and we select 1.1k instances from all datasets to
be added to the original training set.> Column
dev_sampled in Table 6 shows the results. The out-
come changes only when adding data from SBIC
and AMI, observing an improvement of 0.2 points
in both cases. Limiting the number of external
instances leads to an improvement in the perfor-
mance, confirming that more data is not always
the better in this cross-domain setting. Moreover,
we perform another experiment with the aim of
selecting only potentially good instances for the
model to learn from, among the external datasets.
We train on the official training set, we predict on
all external datasets, we select only the instances
predicted correctly by such model and we train an-
other model by adding all those instances in bulk.
The outcome remains unaltered so we do not report
the results for this experiment.

C Confusion Matrix

Here we show the confusion matrix of roberta-hate
and roberta-hate+obfuscation. With the obfusca-
tion of identity terms, we manage to decrease the
number of false positives, at the expense of more
false negatives. As a result, even if this method
helps to reduce spurious correlations with identity
terms, we cannot neglect the significant drop in
recall.

3We exclude Implicit Hate because it has only 65 instances.
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dataset dev dev_sampled
SBIC 0.78 0.80
AMI 0.80 0.82

Call me sexist but  0.81 0.81
Microaggressions  0.82 0.82
Incels.is 0.81 0.81
Implicit Hate 0.82 -

Table 6: Macro F; score on the development test for
Task A showing the impact of each dataset in the data
augmentation process.

RoBERTa-hate

Positive | Negative
Positive 1412 102
Negative 123 363

R-h + Obfuscation

Positive | Negative
Positive 1421 93
Negative 135 351

D Prompts for Task C

This appendix contains the 3 prompts used for the
Task C experiments: the all_categories prompt
(Figure 1), the subcategories prompt with two ex-
amples (Figure 2) and the subcategories prompt
with one example (Figure 3).

Predict the category for the last message
based on the category types in the examples.
Choose one among the following categories:

4.1 supporting mistreatment of individual women
2.3 dehumanising attacks & overt

sexual objectification

2.2 aggressive and emotive attacks

1.2 incitement and encouragement of harm

4.2 supporting systemic discrimination against
women as a group

1.1 threats of harm

3.1 casual use of gendered slurs, profanities,
and insults

3.3 backhanded gendered compliments

3.4 condescending explanations or

unwelcome advice

2.1 descriptive attacks

3.2 immutable gender differences and

gender stereotypes

Examples:

H#iHt

Message: <message_1>
Category: <category_1>
H#iHt

Message: <message_2>
Category: <category_2>
H#iHt

H#iHt

Message: <message_to_predict>
Category:

Figure 1: Example prompt for the all_categories setting
using all available categories.

Predict the category for the last message
based on the category types in the examples.
Choose one among the following categories:

1.1 threats of harm
1.2 incitement and encouragement of harm

Examples:

#i#H

Message: <message_1>
Category: <category_1>
#H#H#

Message: <message_2>
Category: <category_1>
#iH

Message: <message_3>
Category: <category_2>
#i#H#

Message: <message_4>
Category: <category_2>
#iH

Message: <message_to_predict>
Category:

Figure 2: Example prompt for the subcategories setting
using two examples per category.
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Predict the category for the last message
Choose one among the following categories:

1.1 threats of harm
1.2 incitement and encouragement of harm

Examples:

HiHt

Message: <message_1>
Category: <category_1>

it

Message: <message_2>
Category: <category_2>

HiHt

Message: <message_to_predict>
Category:

based on the category types in the examples.

Figure 3: Example prompt for the subcategories setting

using one example per category.

1147



