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Abstract

Rhetorical Roles (RR) prediction is to predict
the label of each sentence in legal documents,
which is regarded as an emergent task for le-
gal document understanding. In this study,
we present a novel method for the RR task
by exploiting the long context representation.
Specifically, legal documents are known as long
texts, in which previous works have no ability
to consider the inherent dependencies among
sentences. In this paper, we propose GNNRR
(Graph Neural Network for Rhetorical Roles
Prediction), which is able to model the cross-
information for long texts. Furthermore, we de-
velop multitask learning by incorporating label
shift prediction (LSP) for segmenting a legal
document. The proposed model is evaluated
on the SemEval 2023 Task 6 - Legal Eval Un-
derstanding Legal Texts for RR sub-task. Ac-
cordingly, our method achieves the top 4 in the
public leaderboard of the sub-task. Our source
code is available for further investigation1.

1 Introduction

SemEval 2023 Task 6 Legal Eval Understanding
Legal Texts (Modi et al., 2023) aims to automati-
cally process some intermediate tasks to boost the
productivity of legal systems. The task is split
into three sub-tasks, which are Rhetorical Roles
(RR), Legal Named Entity Recognition (L-NER),
and Court Judgement Prediction with Explanation
(CJPE). The purpose of the RR prediction task is
to standardize an unstructured corpus so that it is
easier for the machine to automatically understand
legal documents. Participants are given a dataset
including long and unstructured legal documents.
Each document is segmented into sentences using
automatic tools (Kalamkar et al., 2022a). Seg-
mented units could be classified into 13 labels,
including 12 semantic labels and a NONE label

† Equal contribution; ∗ Corresponding author
1https://github.com/hiepnh137/SemEval2023-Task6-

Rhetorical-Roles

for those not belonging to any semantic role. The
RR task is considered as the sequence classifica-
tion task with single-label multiple classes, where
participants are required to predict the suitable la-
bels for a series of consecutive text segments in
those 13 labels. Traditional approach (Saravanan
et al., 2008) uses CRF with hand-crafted features
to segment the document into seven different roles.
(Bhattacharya et al., 2019) proposed BiLSTM-
CRF model with sentence embeddings constructed
from sent2vec to label rhetorical roles in Indian
Supreme Court documents. A multitask learning-
based model developed by (Malik et al., 2022) uses
label shift information to predict labels. (Kalamkar
et al., 2022b) created a RR corpus of English Indian
legal documents and proposed the model based on
SciBERT-HSLN architecture (Brack et al., 2021).
Despite the success of the aforementioned models,
there are still two remaining challenges: long-range
dependence between sentences and label ambiguity.
It is because legal documents are quite long. There-
fore, it is hard to represent the contextual informa-
tion in each sentence. Besides, the performance is
negatively affected due to the similar labels such
as ARG_PETITIONER and ARG_RESPONDENT,
PRE_NOT_RELIED and PRE_RELIED.

In order to address the aforementioned problems,
we propose a GNN-based Context Representation
module to exploit the inter-sentence relations for
the long-text representation. For similar labels, we
use contrastive learning to learn embedding space.
We also use multitask learning framework intro-
duced by (Malik et al., 2022) to boost the model
performance. Our final submission for sub-task
RR achieved a micro-averaged F1 score of 0.8389
positionings our team in the top 4 on the public
leaderboard of the sub-task.

2 Methodology

Our approach is based on the framework of Mul-
titask learning (Malik et al., 2022). Specifically,
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Figure 1: System Architecture of GNNRR model
.

the architecture of our model consists of two
main components: the label shift prediction (LSP)
component and the rhetorical roles prediction
(RRP) component as shown in Figure 1. Specifi-
cally, given a legal document D containing n sen-
tences {s1, s2, ..., sn}, the label shift prediction
task can be seen as an auxiliary task to model re-
lationships between two adjacent sentences and
predict whether the labels of them are different
(ylspi = 1) or not (ylspi = 0). We model LSP via
LSP-BiLSTM-CRF architecture, which has shown
promising results (Malik et al., 2022). Particularly,
supporting Slsp = (slsp1 , ..., slspn ) denotes sentence
representations, using LSP task can be formulated
as follows:

Elsp = (elsp1 , ..., elspn ) = BiLSTM(slsp1 , ..., slspn )

Ŷ lsp = CRF (W lsp
o Elsp + blsp)

(1)
where Elsp denotes the hidden state and Y lsp =
ŷlsp1 , .., ŷlspn ) is the final prediction. W lsp

o is the
learning parameter.

On the other hand, the rhetorical roles predic-
tion task can be defined as the sequence labeling

task. Our architecture for this task is based on
SciBERT-HSLN (Kalamkar et al., 2022b), which
includes three main modules: Sentence Encoder,
GNN-based Context Representation Module, and
Output Layer.

2.1 Sentence Encoder
Given a sentence si consisting m sub-words
ti1,...,tim, we adopt InLegalBERT (Paul et al.,
2022) and BiLSTM to capture the contextual infor-
mation wi1,...,wim (wij ∈ Rd):

wi1, ..., wim = BiLSTM(BERT (ti1, ..., tim))
(2)

Then, k-head attention pooling (Kalamkar et al.,
2022b) is used to produce the corresponding sen-
tence embedding si ∈ Rd:

si = AttPooling(wi1, ..., wim) (3)

2.2 GNN-based Context Representation
The main challenge of the RR task is that the doc-
ument is very long length (around 3000 words in
each document). In this regard, with only 247 docu-
ments for training, representing the document with
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full attention seem not effective. Therefore, in
this study, we propose a spare attention method
for representing the long text using a graph neural
network (GNN), which has proved promising re-
sults for long text representation (Phan et al., 2022).
Accordingly, the graph structure to model the re-
lationship between words in a document can be
constructed based on two following steps:

• Directed edges for connecting sequential
words in a sentence.

• Undirected edges between the words with the
same entities, which are extracted by the base-
line model in the sub-task Legal-NER2.

Figure 2 illustrates the architecture of the proposed
module for the long-text representations. The ini-

Figure 2: GNN-based Context Representation Module
.

tialized node embedding H0
w is calculated by aver-

aging its sub-word embeddings wi (Eq. 2), which
is formulated as follows:

H0
w = MeanPooling(w11, ..., wnm) (4)

Subsequently, the node embeddings are iteratively
updated via multi-head Gaph Attention Network
(GAT) (Velickovic et al., 2018) and Feed Forward
layer (FFN):

U t
w = GAT (Ht−1

w , Ht−1
w , Ht−1

w )

Ht
w = FFN(U t−1

w +Ht−1
w )

(5)

where t represents the tth iteration.
2https://github.com/Legal-NLP-EkStep/legal_NER

In this regard, sentence embedding is enriched
by different levels of information including words
and sentences, which can be processed in two steps:
i) using BiLSTM for generating the hidden state of
the sentence; ii) the hidden state of sentences and
words (Eq.5) are then used for updating the new
sentence representation. Specifically, the process
can be sequentially formulated as follow:

hs1 , ..., hsn = BiLSTM(s1, ..., sn)

h′si = Attention(hsi , {hwi1 , ..., hwin}) + hsi

erri = hsi ⊕ h′si
(6)

where ⊕ stands for concatenate function, erri de-
notes the new representation of sentence ith.

2.3 Output Layer
The output of new sentence representations Err

are then concatenated with the hidden state of LSP
task Elsp before put into the output layer:

ei = elspi ⊕ erri (7)

where ei denotes the final representation of sen-
tence ith. In particular, for the output layer, we
transform the hidden representations of sentences
to the logits via a linear transformation. Further-
more, CRF is utilized to improve performance. The
process can be formulated as:

Ŷ rr = CRF (WoE + b) (8)

where E = {e1, .., en} denotes the sentence em-
bedding. Wo and b are trainable parameters. Ŷ rr =
(ŷrr1 , ..., ŷrrn ) is the rhetorical role prediction.

2.4 Training Process
Following (Malik et al., 2022), we jointly optimize
LSP and RR tasks. The objective of the LSP task
is formulated as follows:

Llsp = −
n∑

i=1

(
ylspi log(ŷlspi )

+(1− ylspi )log(1− ŷlspi )
)

(9)

Similarly, the objective of the RR prediction task
is calculated as follows:

Lrr = −
n∑

i=1

L∑

l=1

(
yrri,l log(ŷ

rr
i,l)

)
(10)

where L denotes the number of rhetorical role la-
bels, Y rr

i = (yrri,1, ..., y
rr
i,L) represents the gold label
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Model Dev Test
Micro-F1 Weighted-F1 Micro-F1

w/o contrastive & multitask 83.61 82.82 -
w/o contrastive & graph 83.43 82.46 -
w/o contrastive 83.74 82.91 82.71
GNNRR 84.30 83.60 83.89

Table 1: The main results of the proposed model

of RR prediction task. The final objective is then
formulated as:

L = λ1Llsp + λ2Lrr (11)

where λ1 and λ2 are hyperparameters.

Contrastive Learning
Long legal documents contain various sentences
which have ambiguous labels. Some similar
pairs of labels such as (ARG_PETITIONER and
ARG_RESPONDENT), (PRE_NOT_RELIED and
PRE_RELIED) hinder the autonomous understand-
ing process. For a better solution to the ambigu-
ity problem, we utilize the Supervised Contrastive
Learning (SupCon) method (Khosla et al., 2020) to
enhance hidden representation among labels.

Algorithm 1: Supervised Contrastive
Learning example selection algorithm
Data: List of sentence embeddings {h}i,
List of clusters C,
Contrastive batch size B,
Number of examples per label k
Result: Supervised Constrastive loss Lsc
I ← ∅;
for j in [1..B] do

c = Random(C) ; /*Randomly select
a cluster*/

s1, s2, ..., sk = Sample(c, k) ;
/*Randomly select k examples*/

Add(I, {s}ki=1)
end
L = SupConLoss(S)

Algorithm 1 explains the sampling process of
SupCon. Sentences in a document are sorted into
13 clusters based on their labels. Repeat these steps
to form a training batch: (i) Randomly select a
cluster. (ii) Pick k sentences from the cluster, then
add them to the batch. For clusters with less than k
example, we re-sample and use a Dropout mask to

make them alternative views of the original exam-
ples. Given a formed batch, we generate a positive
and negative mask for each anchor example. Even-
tually, SupCon loss is defined as follows:

Lsc =
∑

i∈I

−1
|P (i)|

∑

p∈P (i)

log
exp(zi · zp/τ)∑

a∈N(i) exp(zi · za/τ)
(12)

where I is the batch, zi = Wei is hidden repre-
sentation of i-th sentence, N(i) is set of negative
samples of i-th sample, P (i) is set of positive sam-
ples of i-th sample, | . | stands for cardinality and τ
is temperature scaling parameter.

In this regard, the loss function (Eq.11) can be
re-calculated as follows:

L = λ1Llsp + λ2Lrr + λ3Lsc (13)

where λ1, λ2 and λ3 are hyperparameters.

3 Experiment

3.1 Hyperparameter Setting
For the GNN setting, the number of GAT layers is
set to 3 and each layer includes 4 heads. λ1, λ2 and
λ3 are set to 0.55, 0.35 and 0.1, respectively. We
use a batch size of 32 and apply Adam (Kingma
and Ba, 2015) with a learning rate 3e-5 to opti-
mize the parameters in our model. For contrastive
learning, the batch size B is set to 16, and the num-
ber of sentences k is set to 2. All experiments are
conducted on a single NVIDIA A100 card.

3.2 Main results
Table 1 reports the main results of our model on the
SemEval 2023 Task 6 - Legal Eval Understanding
Legal Texts for RR sub-task. Specifically, we exe-
cute the experiment with four simplified versions
of the proposed model such as i) w/o contrastive
learning and multitask learning; ii) w/o contrastive
learning and graph modules; iii) w/o contrastive
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Model Weighted-F1
SciBert-HSLN 79.47
SciBert-HSLN + InLegalBERT -
Multitask + BERT 80.26
Multitask + InLegalBERT 80.86
HeterSum + BERT 80.02
HeterSum + InLegalBERT
Entity-based Graph + BERT 80.39
Entity-based Graph + InLegalBERT 80.58
Multitask + Entity-based Graph + BERT 80.78
Multitask+ Entity-based Graph + InLegalBERT 81.80
Multitask + Entity-based Graph + Contrastive + BERT -
Multitask + Entity-based Graph + Contrastive + InLegalBERT (GNNRR) 82.79

Table 2: RR prediction task with different approaches on the dev dataset. Note that in this experiment, all the models
do not finetune the pre-trained model.

learning; and iv) our full GNNRR model. As re-
sult, our full GNNRR model achieves the F1 score
of 84.3 % and 83.89 % on the dev and test set,
respectively, which belongs to the top 4 on the pub-
lic leaderboard (top 1 archives 85.93 % of the test
set). Furthermore, the results of the full GNNRR
model outperform variant versions indicating the
importance of each module.

3.3 Results Analysis and Discussion
We further investigate the effectiveness of the pro-
posed model by trying to exploit different emergent
approaches for this task, which are sequentially de-
scribed as follows:

• SciBERT-HSLN (Kalamkar et al., 2022b):
The baseline model, which is presented in
the respective paper of the benchmark dataset.
Specifically, the model is developed based on
a hierarchical sequential labeling network.

• Multitask Learning (Malik et al., 2022): The
method that uses the multi-task learning
framework, where LSP is an auxiliary task.
In the main task, we use the SciBERT-HSLN
model for prediction.

• HeterGNN (Wang et al., 2020): The model
that replaces the GNN-based Context Rep-
resentation Module with a Heterogeneous
Graph Neural Network of words and sen-
tences. In this graph, common words are in-
termediaries for connecting sentences.

• Entity-based Graph: The model is based on
SciBERT-HSLN where the GNN-based Con-

text Representation Module is utilized for en-
riching contextual information of sentences
instead of the context enrichment module in
the original model.

• Multitask + Entity-based Graph: The model
that uses both Multi-task Learning and Entity-
based Graph

• Multitask + Entity-based Graph + Contrastive:
The full our proposed GNNRR model

Table 2 shows the results of our model compared
with different approaches. Accordingly, we make
the following observations: i) using the pre-trained
language model InLegalBERT achieves better re-
sults over BERT ii) using entities for constructing
graph structure is able to improve the performance
(80.39 % vs 80.02 %); iii) designing multitask
learning by incorporating label shift as an auxil-
iary task is able to boost the performance (80.39 %
vs 79.47 %); iv) our model, which includes multi-
task learning and entity-based GNN for enriching
contextual information is able to achieve the best
performance.

4 Conclusion

In this paper, we represent our methodology for the
Rhetorical Roles Predictions task in SemEval 2023
Task 6 Legal Eval Understanding Legal Texts. Our
approach, which is a combination of using Multi-
task Learning, Contrastive Learning, and the pro-
posed GNN-based Context Representation Module,
is proven effective via experiments. Moreover, our
best result ranks top fourth in the public leader-
board of that sub-task.
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