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Abstract

Sexism is an injustice afflicting women and has
become a common form of oppression in social
media. In recent years, the automatic detection
of sexist instances has been utilized to combat
this oppression. The Subtask A of SemEval-
2023 Task 10, Explainable Detection of On-
line Sexism, aims to detect whether an English-
language post is sexist. In this paper, we de-
scribe our system for the competition. The
structure of the classification model is based
on RoBERTa, and we further pre-train it on the
domain corpus. For fine-tuning, we adopt Un-
supervised Data Augmentation (UDA), a semi-
supervised learning approach, to improve the
robustness of the system. Specifically, we em-
ploy Easy Data Augmentation (EDA) method
as the noising operation for consistency train-
ing. We train multiple models based on dif-
ferent hyperparameter settings and adopt the
majority voting method to predict the labels
of test entries. Our proposed system achieves
a Macro-F1 score of 0.8352 and a ranking of
41/84 on the leaderboard of Subtask A.

1 Introduction

With the evolution of the internet, people are free
to express their opinions on social media. This
may lead to the mass dissemination of hateful or
abusive messages (Chiril et al., 2020), such as sex-
ist expressions that people use intentionally or un-
intentionally. Sexism is a complex phenomenon,
broadly defined as "prejudice, stereotyping, or dis-
crimination, typically against women, on the basis
of sex."! Sexism takes many forms, including bla-
tant, covert, and subtle sexism (Swim et al., 2004),
causing sexism detection to be a challenge for the
filtering mechanism of platforms.

The SemEval-2023 Task 10 (Kirk et al., 2023)
is an explainable detection task of online sexism,
and we participate in Subtask A, the binary classifi-
cation task, to detect whether an English-language
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post is sexist or not. The competition organizers
released datasets collected from Gab and Reddit,
containing 20,000 labeled entries and 2 million
unlabeled entries.

For the sexism detection task, we build a system
based on the pre-trained language model ROBERTa.
Firstly, we further pre-train ROBERTa on the unla-
beled corpus to obtain our domain-specific encoder.
Furthermore, we reuse the abundant unlabelled
data by Unsupervised Data Augmentation (UDA)
(Xie et al., 2020) approach for consistency training,
which is a common practice in semi-supervised
learning. As for the noising operation, we apply
the Easy Data Augmentation (EDA) (Wei and Zou,
2019) method to transform the unlabeled examples
into their noised versions. The consistency training
can propagate label information from labeled to
unlabeled examples to enhance the generalization
of the model. To further improve the robustness of
our system, we train models based on different hy-
perparameter settings and perform majority voting
on the predicted labels to obtain the final prediction
results.

The structure of this paper is as follows: We first
take a brief overview of related work in section 2,
and then describe our proposed system in section
3. We introduce the details of our experiments
in section 4, including the experimental settings,
results, and discussions. Finally, a brief conclusion
is presented in section 5.

2 Related work

As more and more people suffer or witness sex-
ism on social media, automatically detecting sexist
posts can help combat this phenomenon(Abburi
et al., 2020). Many studies have been proposed to
identify gender-based violence in texts. For misog-
yny, Anzovino et al. (2018) build a corpus of misog-
ynous tweets labeled from different perspectives
and conduct exploratory investigations. Aiming
at multi-label fine-grained sexism classification,
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Figure 1: Model architecture of our method.

Abburi et al. (2020) introduce a semi-supervised
multi-task neural approach. Inspired by speech acts
theory and discourse analysis studies, Chiril et al.
(2020) propose a new characterization of sexist con-
tent. Besides, some works (Badjatiya et al., 2017;
Davidson et al., 2017; Espinosa Anke et al., 2019)
regard sexism as a category of hate and detect it
using hate speech classification methods.

3 System Description

Given a sentence z = {x1, - ,Z, } consisting of
n tokens, the sentence is embedded as a vector by
an encoder. We use a sentence-level embedding 2
to represent the entire sentence and feed it into a
linear binary classifier to get the predicted label y.
The goal of our system can be formulated as train-
ing amodel py(y|x), where the network parameters
are denoted as 0, to predict the ground-truth label
y* for a given .

As shown in Figure 1, the general implementa-
tion of our system can be described as 3 phases: pre-
training, training, and prediction. In pre-training
phase, we pre-train the language model on a rele-
vant corpus so that the language model can learn
more domain knowledge. Then we adopt the pre-

trained language model as our domain-specific en-
coder. In training phase, we attach a linear classi-
fier to the encoder and fine-tune the model through
semi-supervised training. In prediction phase, we
use the majority voting method to predict the final
classification labels.

3.1 Pre-Training

As mentioned, a large-scale unlabeled corpus is
available to participants, which we denote as D.
Since the labeled entries are sampled from this cor-
pus, we consider D to have the same distribution
as the labeled dataset D;. Therefore, the unlabeled
data can be used for self-supervised training of the
pre-trained model, so that the generated embedding
vectors will better match the domain-specific fea-
tures. In our system, we adopt RoBERTa (Liu et al.,
2019) as the pre-trained model, and pre-train it by
Masked Language Model (MLM), which enables
the model to learn the bidirectional contextual in-
formation of the text (Devlin et al., 2019). We
then obtain a domain-specific language model de-
noted as RoBERTa 4 and serve it as the encoder
for our system. Instead of using the entire D, due
to hardware and time constraints, we take a tenth
of the entries from it and denote the subset as D,,.
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We merge D, with all the labeled entries as our
pre-trained corpus.

3.2 Training

The sentence z is embedded by the domain-specific
encoder as s € R"*?, where d denotes the output
hidden dimension size of the encoder. We adopt the
last hidden state of [C'LS] token as the sentence-
level embedding z and feed it into the linear binary
classifier to get the output distribution py(y|x).

In this phase, we fine-tune the model by minimiz-
ing the final loss £ and optimizing the parameters 6
based on the hyper-parameter setting /3 for getting
the trained model M.

Supervised Learning. The supervised learning
is conducted given the labeled data (x,y*) € Dy
with the aim of minimizing the divergence metric
between ground-truth label y* and the predicted
label y ~ pg(y|z). The divergence metric is calcu-
lated by Cross-Entropy and denoted as C' E(y*, y).
With supervised learning, 6 is optimized such that
pe(y|z) approaches y* for given (x, y*).
Semi-supervised Learning. To enforce the ro-
bustness and smoothness of the model, we adopt
the Unsupervised Data Augmentation (UDA) ap-
proach (Xie et al., 2020) to perform consistency
training. To be concrete, given an unlabeled data
x € D, and its augmented version Z, we input
the = and % into the model and then obtain their
output distributions pg(y|z) and py(y|Z), respec-
tively. With the minimization of the divergence
metric between these two distributions, the model
can constrain predictions to be invariant to input
noise. We observe that consistency training is per-
formed unsupervised so that the information of a
large amount of unlabeled data can be learned. We
use the Kullback-Leibler (KL) divergence to mea-
sure the above distribution divergence and define it
as follows:

KL(z,%) = Drr(po(yl)llpe(yl2)) (1)

Therefore, we set the final loss £ as follows:

N aN
L= CE(y*,z1)+» KL(z3,25) (2)

where (z1,y*) € D, zo € D, 2 is the aug-
mented version of x2, NV is the batch size of super-
vised data and « is a hyperparameter to control the
ratio of unsupervised data in a batch.

In addition, we employ additional training strate-
gies mentioned in Xie et al. (2020), including

confidence-based masking and sharpening predic-
tions, to solve some common training problems.
Data Augmentation. We employ Easy Data Aug-
mentation (EDA), a simple but powerful data aug-
mentation method, transforming unlabeled data x
into 2. Details of the EDA augmentation operations
are shown in Table 1. Here we list an example of a
text and its augmented version:?

* Original text: Is he really being an asshole?
He’s just stating what he likes.

* Augmented version: what is really an being
asshole? he’s just stating likes.

Operation Description 0%
SR Synonym Replacement 0.3
RI Random Insertion 0.3
RS Random Swap 0.5
RD Random Deletion 0.3

Table 1: The augmentation operations that we utilized.
The ~ indicates the proportion of word changes in a text.

3.3 Prediction

In this phase, we employ the models fine-tuned
during training phase to predict whether the entry
to be identified is sexist by majority voting, a sim-
ple ensemble method. Specifically, we optimize
the model parameters based on the hyperparameter
setting 3;, where ¢ € {0,---,5}, and get the cor-
responding fine-tuned model M;. Given the entry
x, we feed x into these fine-tuned models to ob-
tain the classification result, i.e., sexist or not sexist,
and count the number of sexist in these predicted
labels. If the number exceeds 2, we mark x as
sexist, and vice versa as not sexist. The details of
hyperparameter setting are explained in 4.

4 Experiments

4.1 Experimental Settings

Datasets. The statistics of the labeled datasets
are shown in Table 2. The unlabeled dataset D,
consists of 200,000 entries sampled from the un-
labeled corpus with 2 million, and we adopt it for
pre-training and semi-supervised learning. For all
the data, we do not perform any other preprocessing
because we consider that the competition organiz-
ers have already completed the initial clean-up and

The texts contain offensive speech, and we oppose any
use of this kind of speech act.

894



Label

Dataset - - Total
Sexist Not sexist

Training 3398 10602 14000

Dev 486 1514 2000

Test 970 3030 4000

Table 2: Statistics of the labeled datasets.

preparation of the data, and additional processing
may lead to loss of information.

Evaluation and Model Saving. We evaluate the
official metric, macro-F1 score of the model on the
development set once every 100 training iteration
steps and save the model with the highest current
score. The iteration is terminated when macro-F1
stops growing in 20 consecutive evaluations.

Hyperparameters. The fixed hyperparameter set-
tings of our system are described below. We adopt
the RoBERTa-base as the pre-trained language
model and AdamW as the optimizer, both provided
by huggingface’. The pre-training for RoOBERTa-
base is conducted for 700 epochs with a batch
size of 16. We use BCEWithLogitsLoss and KL-
DivLoss in Pytorch to compute the supervised and
unsupervised losses. Since the labels of D; are
imbalanced, the parameter pos_weight for BCE-
WithLogitsLoss is set to 4. For confidence-based
masking and sharpening predictions, we set the
threshold and Softmax temperature to 0.45 and
0.85, respectively. In addition to the fixed hyperpa-
rameters, for majority voting, we set the learning
rate from le-5 to 5e-5 in increments of le-5, the
batch size of supervised data to 8, 16, 32, or 64,
and the ratio o of unsupervised data to from 1 to 6
in increments of 1.

Dataset Model Macro-F1
RoBERTa-base 0.8205
Dev RoBERTa 4 0.8386
RoBERTa 4+UDA 0.8545
RoBERTa-base 0.8208
Test RoBERTa 4 0.8289
RoBERTa 4+UDA 0.8348
RoBERTa 4+UDA+Vote 0.8352

Table 3: The main experimental results for Subtask A.
RoBERTay, is the further pre-trained RoBERTa-base.
Vote denotes the majority voting.

3https ://huggingface.co/

4.2 Results and Analysis

Table 3 lists the experimental results of our system
on the development set and test set. All models
are trained using the same random seed, except
for the model with the Vote on the test set, which
integrates several models trained based on different
hyperparameter settings. We can observe from the
results that:

* Our RoBERTa4 outperforms RoBERTa-base
in both the development and test sets, proving
the benefit of domain-specific pre-training.
As stated earlier, pre-training the language
model on the specific distribution is consid-
ered to make the output hidden states better
match the domain features.

» The UDA approach improves the performance
of the model, especially in the Development
set, showing the effectiveness of data augmen-
tation and semi-supervised learning for this
task. This motivates us to continue explor-
ing how to make better use of unlabeled data
information to enhance the generalization of
models in future research.

* The majority voting method has slight im-
provement on the models on the test set, prob-
ably because of the considerable homogene-
ity among the base models involved in vot-
ing (only the hyperparameter settings differ,
not the model structure). We should examine
models with various structures to make the
majority voting more useful.

5 Conclusion

This paper describes our approach in SemEval-
2023 Task 10 Subtask A to detect sexism in
English-language social media posts. Our sys-
tem employs self-supervised and semi-supervised
learning to pre-train and fine-tune the pre-trained
language model RoBERTa-base respectively. We
demonstrate the effectiveness of our system. There
are still considerable areas for improvement in our
system, and how to better utilize the unlabeled data
is an essential issue for us to explore in the future.
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