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Abstract

How similar is the detection of media bias to
the detection of persuasive techniques? We
have explored how transferring knowledge
from one task to the other may help to im-
prove the performance. This paper presents
the systems developed for participating in the
SemEval-2023 Task 3: Detecting the Genre,
the Framing, and the Persuasion Techniques in
Online News in a Multi-lingual Setup. We have
participated in both the subtask 1: News Genre
Categorisation, and the subtask 3: Persuasion
Techniques Detection. Our solutions are based
on two-stage fine-tuned multilingual models.
We evaluated our approach on the 9 languages
provided in the task. Our results show that the
use of transfer learning from media bias de-
tection to persuasion techniques detection is
beneficial for the subtask of detecting the genre
(macro Fl-score of 0.523 in the English test
set) as it improves previous results, but not for
the detection of persuasive techniques (micro
F1-score of 0.24 in the English test set).

1 Introduction

Misinformation, and propaganda in particular, rep-
resents a major issue in online media. The ability to
detect and analyze persuasive techniques in text is
essential in order to be able to identify and counter
misinformation. This task aims to foster the use of
Artificial Intelligence to perform media analysis in
order to address this issue.

The task of automated persuasive techniques
detection has been an active research area in re-
cent years (Martino et al., 2020b). Previous works
have focused on different aspects of the problem,
such as the development of datasets (Martino et al.,
2020a), the development of persuasive techniques
taxonomies (Jia, 2020) and the development of au-
tomated systems for the detection of persuasive
techniques (Yoosuf and Yang, 2019).

The SemEval-2023 task 3 (Piskorski et al., 2023)
focuses on the detection of genre, framing and

persuasion techniques in news articles in a multi-
lingual setup. The task consists of three subtasks:
News Genre Categorisation, Framing Detection
and Persuasion Techniques Detection. The data
presented in the task is both multilabel and multilin-
gual, and it also covers complementary dimensions
of what makes text persuasive, namely style and
framing. The task covers the following languages:
English, French, German, Italian, Polish, Russian,
Spanish, Greek and Georgian.

We propose to use a two-stage fine-tuning (Val-
izadehAslani et al., 2022) of multilingual models.
We use the XLM-RoBERTa (Conneau et al., 2019)
model for subtask 1, and BERT-multilingual (De-
vlin et al., 2018) model for subtask 3. The reason
why these models are used can be seen in the Sub-
section on ablation analysis. Both models have
been fine-tuned on the BABE (Spinde et al., 2022)
and MBIC (Spinde et al., 2021) datasets for the
task of media bias detection. We then fine-tune the
model on the data provided for the task to adapt it
to the specific task.

Our approach achieves good results in the first
subtask, and average results on the third. We have
obtained a macro F1-score of 0.523 (position 8 out
of 22) for the English test set in the first subtask,
and a micro F1-score of of 0.24 (position 18 out of
23) for the English test set in the third subtask. We
performed an error and ablation analysis to analyze
the errors of our system, and for analyzing the
effect of different techniques on the performance.
Our system struggles with the detection of more
complex persuasion techniques, especially those
less represented in the dataset.

To promote replicability, both the code and the
models are publicly available. The code can be
found at GitHub', and the models can be found at
HuggingFace: subtask 12, subtask 3°.

"https://link.franrodrigo.es/SemEval23-task3-git
Zhttps://link.franrodrigo.es/SemEval23-task3-model |
3https://link franrodrigo.es/SemEval23-task3-model3
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2 Background

The task of media bias detection is closely related
to the task of persuasive techniques detection. It
can be seen as a wider problem that encompasses
the detection of various persuasive techniques. As
the systematic review of (Rodrigo-Ginés et al., un-
der review) lists, certain forms of media bias co-
incide with the persuasive techniques that are part
of this task: appeal to authority, appeal to group-
think/popularity, red herring, loaded language, and
labeling. It is therefore natural to explore the trans-
fer of knowledge from one task to the other in
order to improve the performance of automatic de-
tection systems, as by leveraging knowledge from
the source task, the model can potentially learn
faster, require less labeled data, and achieve better
performance on the target task.

The SemEval-2023 task 3 (Piskorski et al., 2023)
is organized as a multi-lingual task with 3 subtasks:
News Genre Categorization, Framing Detection
and Persuasion Techniques Detection. The task
focuses on online news articles in 9 languages: En-
glish, French, German, Italian, Polish, Russian,
Spanish, Greek and Georgian. Our efforts have
focused on the first and third tasks.

The News Genre Categorization subtask consists
of determining the genre of a given article (opinion,
objective news or satire). The task is framed as a
multi-class classification task at article-level. The
Persuasion Techniques Detection subtask aims to
determine the persuasion techniques used in each
paragraph of an article. The task is framed as a
multi-label classification task at paragraph-level.

The main contribution of this work is the use
of transfer learning from media bias detection to
persuasion techniques detection. To the best of our
knowledge, this is the first time this knowledge
transfer has been explored for this task.

In recent years, researchers in media bias detec-
tion have explored different approaches to gener-
alize media bias. Two categories of approaches
have emerged: non-neural network models and
neural network models. Non-neural network mod-
els rely on classical machine learning methods,
which require some feature engineering to gener-
ate linguistic (Hube and Fetahu, 2018) or reported
speech (Lazaridou and Krestel, 2016) features. On
the other hand, neural network models have been
shown to outperform traditional methods. In partic-
ular, RNNs (Rashkin et al., 2017) and transformers
(Baly et al., 2020) are the most commonly used

neural networks for media bias detection.

We have fine-tuned some transformers models,
using the MBIC (Spinde et al., 2021) and BABE
datasets (Spinde et al., 2022). These datasets are
designed specifically for the task of media bias de-
tection and contain annotated articles from various
sources in multiple classes.

The use of these datasets allow us to leverage
the pre-trained models to capture the language-
independent features of media bias and to improve
the performance of our systems by taking advan-
tage of the knowledge acquired in other tasks. As
these datasets only contain texts written in English,
we do not expect them to have a direct impact on
the performance of the systems for the other lan-
guages, but we expect them to help the model to
learn language-independent features.

3 System Overview

3.1 Exploratory Data Analysis

The dataset is divided into three subsets: training,
development and test. The training set contains
1,234 articles. The development set is used to eval-
uate the systems during the training phase and con-
sists of 358 articles. The test set is used for the
final evaluation and consists of 547 articles.

The data is highly unbalanced across classes. In
the first subtask, the majority of the articles belong
to the category of opinion news. In the third sub-
task, the most frequent classes are loaded language,
labeling and doubt, as it can be seen in Figure 1.

The imbalance of the classes is the main chal-
lenge of the task, as the models need to be able
to detect and classify rare classes. To minimize
this problem we tried various techniques, including
under-sampling the majority classes, oversampling
the minority ones, augmenting the data creating
new instances, and using the multiple loss func-
tions. The different loss functions we have used in
order to train our models are: cross entropy loss
function, which is very common in multi-class clas-
sification problems; the focal loss, which is a varia-
tion of the cross entropy loss function designed to
deal with unbalanced data (Qin et al., 2018); and
the DICE loss function (Li et al., 2019), which is
sometimes more suitable for unbalanced data.

After various experiments, we decided to stick
with cross entropy along with over/under-sampling
techniques. In order to re-balance the class distribu-
tions when sampling from the unbalanced dataset,
and estimate the sampling weights automatically,
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Figure 1: Number of instances per class for subtask 1.

we used the torchsampler library. We discarded
the use of data augmentation (using the NLPaug
library), since it favors over-training.

3.2 Use of MBIC and BABE Datasets

We decided to leverage the knowledge acquired
from the MBIC and BABE datasets (Spinde et al.,
2021, 2022) for the task of media bias detection.
We used these datasets to fine-tune the models for
the task. The MBIC and BABE datasets are de-
signed for the task of media bias detection and con-
tain articles from different sources in English. Both
datasets have multiple labels, we have used the la-
bel opinion ("Somewhat factual but also opinion-
ated", "Expresses writer’s opinion", or "No agree-
ment") for the first subtask, and the label bias ("Bi-
ased", "Non-biased") for the second.

3.3 Subtask 1: News Genre Categorization

As it can be seen in Figure 2, our system for the
first subtask is based on a two-stage fine-tuning of
the XLM-RoBERTa model. We first fine-tune the
model on the MBIC and BABE datasets using the
cross-entropy loss function. We then fine-tune the
model on the data provided for the task to adapt it
to the specific task.

By fine-tuning the model on the MBIC and
BABE datasets in the first stage, the model can
learn to recognize media bias in a more general
sense. This allows the model to better identify bi-
ased language, rhetoric, and other features that may
be present in the data provided for the specific task.

For the fine-tuning on the data provided for the
task, we have used a learning rate of 5e-5 and a

XLM-RoBERTa

fine-tune MBIC/BABE

XLM-RoBERTa
fine-tuned
media bias

fine-tune train/dev subsets
XLM-RoBERTa

fine-tuned
news genre

Test
subset

Figure 2: Subtask 1 system overview.

batch size of 32. We also applied the AdamW
optimizer with a weight decay of 0.01. We used a
maximum number of epochs of 10, with an early
stopping if the model does not improve its F1-score
after 3 consecutive epochs.

We did several tests, and this fine-tuning setup
made in two phases improves the results obtained
with systems trained in a single phase.

3.4 Subtask 3: Persuation Techniques
Detection

The system developed for multi-label and multi-
class detection of persuasion techniques is similar
to the one developed for the first task. In this case,
instead of training a single model in two phases,
we train two models and carry out the cascading
inference. The first model is a BERT-multilingual
fine-tuned on the MBIC and BABE datasets in a
similar way as for the first subtask. The second
model is a BERT-multilingual model that has been
fine-tuned on the data provided for the task.

Once the two models have been trained, we per-

789


https://pypi.org/project/torchsampler/

form the cascading inference: the first model is
used to get biased v. non-biased predictions, and
the second model is used to get the persuasion
predictions. We have used a threshold of 0.35 to
decide if an article is biased or not, we arrived at
this value after optimizing the threshold in the de-
velopment phase. If the article is labeled as biased,
then the persuasion techniques predictions of the
second model are taken into account. If not, then
the predictions of the second model are ignored. In
Figure 3, we show an overview of the system.

We have also experimented with a different ap-
proach, where the predictions of the first model
are used as features for the second model. This
approach yielded worse results than the cascading
approach. We believe this is due to the fact that the
models are not able to capture the complex interac-
tions between the two tasks and that the cascading
approach is more suitable for this task.

We have used a learning rate of Se-5 and a batch
size of 8 for the fine-tuning of the second model.
We have also applied the AdamW optimizer with a
weight decay of 0.01. We have used a maximum
number of epochs of 5.

Table 1: Subtask 3 classification report (on dev subset)
for English

Class F1-score Support
Appeal to Authority 0.32 170
Appeal to Fear 0.34 379
Appeal to Hypocrisy 0.20 221
Appeal to Popularity 0.00 110
Appeal to Time 0.00 42
Appeal to Values 0.32 193
Causal Oversimplif. 0.14 111
Conseq. Oversimplif. 0.18 95
Conversation Killer 0.27 241
Doubt 0.53 865
Exaggeration/Minim. 0.28 347
False Dilemma 0.04 132
Flag Waving 0.43 174
Guilt by Association 0.31 115
Loaded Language 0.65 1349
Name Calling/Labeling 0.63 941
Vagueness/Confusion 0.00 96
Quest. the reputation 0.43 440
Red Herring 0.00 44
Repetition 0.19 211
Slogans 0.28 132
Straw Man 0.10 61
Whataboutism 0.00 35
micro average 0.45 6504
macro average 0.25 6504

4 Results and Error Analysis

4.1 Experimental Setup

The data provided for the task consists of training
and development sets for the 9 languages provided.
The development set is used to evaluate the systems
and is not annotated. The task also provides an
online submission website to evaluate the systems.

For the training and development sets, we use a
stratified split, where the data is split into training
and development sets in a stratified manner, with
the same proportions of classes in both sets.

We used the Huggingface’s transformers library
for pre-processing and training of the models. The
code was written using Python 3.8 and PyTorch
1.7.1. The models were trained on two NVIDIA
GeForce RTX 2080 Ti GPUs.

Finally, we used the proposed metrics for each
subtask: macro F1-score for the subtask of News
Genre Categorisation, and the micro F1-score for
the subtask of Persuasion Techniques Detection.

We evaluated our system on the 9 languages
provided in the task, but as we trained two systems
based on fine-tuning on datasets with instances only
in English, our analysis of results is based on the
results obtained for this language. At any rate, we
have obtained similar results in all the languages.

We achieved good results in the first task, and
average results in the second. In the subtask of
News Genre Categorisation, our systems obtained
a macro F1-score of 0.523 in the English test set
(eighth position, the best system obtained a score
of 0.784). In the subtask of Persuasion Techniques
Detection, our systems obtained a micro F1-score
of 0.24 in the English test set (eighteenth position,
the best system obtained a score of 0.375). The
detailed results by language and task are listed in
Appendix A.

4.2 Ablation Analysis

We have studied various models based on trans-
formers for each of the subtasks for the English
subset. The models evaluated were: Multilingual-
MiniLM-L12, BERT-base-multilingual, and XLM-
RoBERTa-base-multilingual. We also evaluate the
impact of the transfer learning from the MBIC and
BABE datasets. For the first subtask we found that
the best performing model is the XI.LM-RoBERTa-
base-multilingual model. This model was also
the best performing model when fine-tuned on the
MBIC and BABE datasets. See Table 2.
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Figure 3: Subtask 3 system overview.

Table 2: Ablation analysis

Model for subtask 1 Fl-score F1-score w.
MBIC/BABE
XLM-RoBERTa-multiling. 0.547 0.624
BERT-multilingual 0.513 0.591
Multilingual-MiniLM-L12 0.492 0.556
Model for subtask 3 Fl-score F1l-score w.
MBIC/BABE
XLM-RoBERTa-multiling. 0.231 0.237
BERT-multilingual 0.228 0.243
Multilingual-MiniLM-L12 0.173 0.189

For the subtask of Persuasion Techniques Detec-
tion, we found that the best performing model is the
XLM-RoBERTa-base-multilingual model. How-
ever, the best performing model when fine-tuned
on the MBIC and BABE datasets is again the BERT-
base model.

Once the base models were chosen, we tested
several loss functions for the subtask 1, obtaining
the following results: a macro F1-score of 0.624 for
the cross-entropy loss function, a macro F1-score
of 0.592 for the local loss function, and a macro
F1-score of 0.601 for the DICE loss function. We
maintained the cross-entropy loss function for the
subtask 3 as it was the most suitable for the multi-
label problem. Finally, we created some instances
based on data augmentation by synonym replace-
ment, but the results worsened (F1=0.587 with data
augmentation v. F1=0.624 without it).

4.3 Error analysis

We performed an error analysis to identify the types
of errors made by our system. In order to do so,
we looked for articles that were misclassified by
our system looking at the confusion matrix, and
inspecting random samples of articles that were
misclassified. We found that our system struggles
with the classes less represented in the dataset for

both subtasks.

We found some errors related to the task of News
Genre Categorisation. Our system often confuses
satire texts with opinion news texts. This is due
to the fact that some of the satirical texts in the
dataset contain opinionated claims, which makes
them difficult to differentiate from opinion news.

In the subtask of Persuasion Techniques Detec-
tion, as it can be seen in Table 1, our system strug-
gles with the detection of more persuasion tech-
niques with less support, that is, techniques with
less examples in the dataset. This is especially true
for the persuasion techniques that are less repre-
sented in the dataset, such as vagueness, red her-
ring, straw man and whataboutism. We also believe
that this may happen due to the fact that the models
have difficulty in learning the subtle differences
between these techniques.

5 Future work and conclusions

The results obtained shows that the use of transfer
learning from media bias detection to persuasive
techniques detection is beneficial for the subtask
of detecting the genre. In the case of the detection
of the persuasive techniques, our results are not as
good, as our system struggles with the detection
of more complex techniques, especially those less
represented in the dataset.

Due to time constraints, we were unable of per-
forming multiple techniques setups. We believe
that with further exploration in this direction, better
results can be obtained.

For future work, we plan to explore different
architectures and transfer learning techniques in
order to further improving the performance of our
systems. We plan to use the data provided in the
competition for the task of media bias detection as
we have already proved that the transfer of knowl-
edge from one task to the other is beneficial.
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A Teams results

Subtask 1 - Language: English

Subtask 3 - Language: English

Ranking Team Macro F1-score Ranking Team Micro F1-score
1 MELODI 0.78431 1 APatt 0.37562
2 MLModeler5 0.61632 2 vera 0.36802
8 UnedMediaBiasTeam 0.52361 18 UnedMediaBiasTeam 0.24070
16 Baseline 0.28802 19 Baseline 0.19517
22 ssnNlp 0.00000 23 kb 0.06022
Subtask 1 - Language: Italian Subtask 3 - Language: Italian
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 Hitachi 0.76832 1 KInIT 0.55019
2 QUST 0.76680 2 NAP 0.53879
5 UnedMediaBiasTeam 0.58408 16 Baseline 0.39719
12 Baseline 0.38940 17 UnedMediaBiasTeam 0.31717
17 E8LIS 0.12146 20 SinaaAl 0.20284
Subtask 1 - Language: Russian Subtask 3 - Language: Russian
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 Hitachi 0.75494 1 KInIT 0.38682
2 vera 0.72871 2 TeamAmpa 0.37781
12 Baseline 0.39831 15 Baseline 0.20722
13 UnedMediaBiasTeam 0.36457 17 UnedMediaBiasTeam 0.18304
17 E8IJS 0.17460 19 QUST 0.10048
Subtask 1 - Language: French Subtask 3 - Language: French
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 UMUTeam 0.83547 1 NAP 0.46869
2 QCRITeam 0.76744 2 TeamAmpa 0.43442
10 Baseline 0.56806 16 Baseline 0.24014
11 UnedMediaBiasTeam 0.46536 18 UnedMediaBiasTeam 0.23590
17 E8IJS 0.08000 20 SinaaAl 0.19523
Subtask 1 - Language: German Subtask 3 - Language: German
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 UMUTeam 0.81951 1 KInIT 0.51304
1 vera 0.81951 2 NAP 0.50953
8 Baseline 0.62963 16 UnedMediaBiasTeam 0.31827
13 UnedMediaBiasTeam 0.36203 17 Baseline 0.31667
16 MELODI 0.00000 20 SinaaAl 0.04208
Subtask 1 - Language: Polish Subtask 3 - Language: Polish
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 Sharoff AndLepekhin 0.78551 1 KInIT 0.43037
2 Hitachi 0.77922 2 NAP 0.42180
11 UnedMediaBiasTeam 0.50700 15 UnedMediaBiasTeam 0.23652
12 Baseline 0.48962 18 Baseline 0.17928
17 MELODI 0.00000 20 SinaaAl 0.06370
Subtask 1 - Language: Spanish Subtask 3 - Language: Spanish
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 DSHacker 0.56349 1 TeamAmpa 0.38106
2 QUST 0.55236 2 KInIT 0.38035
9 UnedMediaBiasTeam 0.33614 11 Baseline 0.24843
15 MaChAmp 0.21212 13 UnedMediaBiasTeam 0.22686
16 Baseline 0.15385 17 QUST 0.12617
Subtask 1 - Language: Greek Subtask 3 - Language: Greek
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 SinaaAl 0.80588 1 KInIT 0.26733
2 UMUTeam 0.76700 2 QCRITeam 0.26481
9 UnedMediaBiasTeam 0.52128 13 UnedMediaBiasTeam 0.10566
15 Baseline 0.17054 14 Baseline 0.08831
16 E8LIS 0.05670 16 SATLab 0.00000
Subtask 1 - Language: Georgian Subtask 3 - Language: Georgian
Ranking Team Macro F1-score Ranking Team Micro F1-score
1 Riga 1.00000 1 KInIT 0.45714
2 vera 0.96268 2 QCRITeam 0.41353
10 UnedMediaBiasTeam 0.48630 11 UnedMediaBiasTeam 0.18012
13 Baseline 0.25641 14 Baseline 0.13793
15 E8LIS 0.00000 16 SATLab 0.07568




