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Abstract 

This study describes the model design of 
the NCUEE-NLP system for the SemEval-
2023 NLI4CT task that focuses on multi-
evidence natural language inference for 
clinical trial data. We use the LinkBERT 
transformer in the biomedical domain 
(denoted as BioLinkBERT) as our main 
system architecture. First, a set of sentences 
in clinical trial reports is extracted as 
evidence for premise-statement inference. 
This identified evidence is then used to 
determine the inference relation (i.e., 
entailment or contradiction). Finally, a soft 
voting ensemble mechanism is applied to 
enhance the system performance. For 
Subtask 1 on textual entailment, our best 
submission had an F1-score of 0.7091, 
ranking sixth among all 30 participating 
teams. For Subtask 2 on evidence retrieval, 
our best result obtained an F1-score of 
0.7940, ranking ninth of 19 submissions.   

1 Introduction 

Natural Language Inference (NLI) seeks to 
determine whether a given hypothesis is true (i.e., 
entailment), false (contradiction), or undetermined 
(neutral) according to a known premise. Methods 
used for NLI task range from earlier symbolic and 
statistical approaches to recent deep-learning-
based models (Storks et al., 2019). The BERT-
BiLSTM-Attention model was proposed for 
medical text inference (Lee et al., 2019). A 
knowledge adaptive approach was derived to 
encode the premise/hypothesis text for improving 
medical NLI (Chowdhury et al., 2020). Structured 
domain knowledge from the Unified Medical 
Language System (UMLS) was incorporated into 

the ESIM model (Chen et al., 2017) to improve 
NLI performance in the medical domain (Sharma 
et al., 2019). Clinical domain knowledge of BERT 
models (Devlin et al., 2019) was explored using 
lexical retrieval, syntactic retrieval, and 
classification models for external knowledge 
integration (Sushil et al., 2021).  

The SemEval-2023 Task 7 focuses on multi-
evidence natural language inference for clinical 
trial data (denoted as NLI4CT) (Jullien et al., 2023). 
The NLI4CT task is mainly based on a collection 
of Clinical Trial Reports (CTR) for breast cancer, 
with statements, explanations, and labels annotated 
by domain expert annotators. It includes two 
subtasks: 1) Textual Entailment: determining the 
inference relation (i.e., entailment or contradiction) 
between CTR-statement pairs; 2) Evidence 
Retrieval: extracting a set of supporting facts in a 
given CTR premise to justify the label predicted in 
Subtask 1.  

The MEDIQA-2019 shared task covers an NLI 
subtask in the medical domain (Ben Abacha et al., 
2019), in which most systems built on the BERT 
model are pre-trained on a large-scale open domain 
corpus and its variants focus on domain-specific 
knowledge such as SciBERT (Beltagy et al., 2019), 
BioBERT (Lee et al., 2020), and ClinicalBERT 
(Alsentzer et al., 2019). Given the promising 
results obtained by most such approaches, we 
apply BERT-like neural networks to the NLI task 
in the clinical domain. 

This paper describes the NCUEE-NLP 
(National Central University, Dept. of Electrical 
Engineering, Natural Language Processing Lab) 
system for SemEval-2023 NLI4CT task. We use 
biomedical LinkBERT (Yasunaga et al., 2022) as 
our main system architecture to first extract a set of 
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supporting facts (i.e., for Subtask 2), and then 
determine the inference relation (for Subtask 1) in 
a given CTR-statement pair. A soft voting 
ensemble mechanism was used to sum the 
predicted probability for class labels from 
biomedical LinkBERT transformers fine-tuned on 
different publicly available data sets for the NLI 
task. Finally, the class label with the largest 
summed probability will be precited for system 
performance evaluation. For Subtask 1, our best 
submission with an F1-score of 0.7091 ranked 
sixth among all 30 participating teams. For Subtask 
2, our best result had an F1-score of 0.7940, 
ranking ninth of 19 submissions.    

The rest of this paper is organized as follows. 
Section 2 describes the NCUEE-NLP system for 
the NLI4CT task. Section 3 presents the results and 
performance comparisons. Conclusions are finally 
drawn in Section 4. 

2 The NCUEE-NLP System  

Figure 1 shows our NCUEE-NLP system 
architecture for the NLI4CT task. Our system is 
composed of two main parts: evidence retrieval for 
Subtask 2 and textual entailment for Subtask 1.  
Both subtasks mainly depend on the LinkBERT 
transformer (Yasunaga et al., 2022). LinkBERT is 
an improved version of BERT that captures 
documents links such as hyperlinks and citation 
links to include knowledge that spans across 
multiple documents. In addition to BERT 
pretrained on single documents, LinkBERT is 
pretrained by feeding linked documents into the 
same language model context. We use the 
biomedical LinkBERT (denoted as BioLinBERT) 
pretrained on PubMed with citation links for both 
subtasks.  

 

Figure 1: Our NCUEE-NLP system architecture for the NLI4CT task. 
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For evidence retrieval (Subtask 2), a CTR 
premise is represented as a sequence of described 
sentences. Each sentence and its corresponding 
statement were grouped to train the BioLinkBERT 
as a classification problem. If a sentence-statement 
pair is true (i.e., evidence), the class is assigned as 
1, and 0 otherwise (non-evidence). To classify a 
sentence-statement pair during the test phase, we 
use the output probability of the [CLS] token as an 
indicator for classification. The class with the 
highest probability will be regarded as the 
inference result.  

For Subtask 1 on textual entailment, the 
identified evidence in the previous phase will be 
concatenated along with corresponding statements 
for label classification. If evidence sentences 
support the statement annotated with the 
entailment label, the class is assigned as 1, and 0 
otherwise (contradiction). Similarly, the class with 
highest probability of the [CLS] token will be 
outputted as prediction result.  

In addition, a soft voting mechanism, which 
involves summing the predicted probabilities for 
class labels and predicting the class label with the 
largest sum probability, was used to integrate 
different fine-tuned versions of the pretrained 
BioLinkBERT transformer for better classification 
performance.  

3 Experiments and Results  

3.1 Data 

The datasets were mainly provided by task 
organizers (Jullien et al., 2023). The collected 
breast cancer CTRs were summarized into the 
following four sections: 1) Eligibility criteria: a set 
of patient conditions to be allowed for inclusion in 
the clinical trial; 2) Intervention: a set of 
information regarding to the type, dosage, 
frequency, and duration of treatments; 3) Results: 
numbers of participants in the trial, outcome 
measures, units and the results; and 4) Adverse 
events: observed signs and symptoms in patients 
during the clinical trial. For Subtask 1 on textual 
entailment, the annotated statements denoted in the 
set of sentences were used to make the inference 
decision (i.e., entailment or contradiction) of 

 
1 https://huggingface.co/cnut1648/biolinkbert-
mednli  
https://huggingface.co/cnut1648/biolinkbert-mnli 
https://huggingface.co/cnut1648/biolinkbert-large-
mnli-snli 

claims against sections in a single CTR premise or 
two compared CTRs. For Subtask 2 on evidence 
retrieval, given a CTR premise and a statement, the 
system should indicate which sentences in the 
premise can be regarded as evidence to support the 
label predicted in Subtask 1.  

A total of 1700 CTRs with annotations in the 
training set were used to fine-tune the pretrained 
transformer models. During the development phase, 
200 annotated CTRs in the development set were 
used to develop the system and obtain optimized 
parameters. Finally, the test set containing 500 
CTRs with the corresponding annotations was used 
to evaluate the system performance for both 
subtasks. 

3.2 Settings 

We used the BioLinkBERT-large model (Yasunaga 
et al., 2022), which was pretrained on PubMed 
abstracts along with citation link information and 
then fine-tuned on different datasets for this 
NLI4CT task. Three NLI datasets were used to 
fine-tune the model, including 1) MedNLI 
(Romanov and Shivade, 2018):  this contains 
patient medical histories annotated by doctors to 
perform NLI tasks in the clinical domain; 2) 
MultiNLI (Wang et al., 2018): this is a 
crowdsourced collection of multi-genre sentence 
pairs with textual entailment annotations in the 
GLUE benchmark data; and 3) SNLI (Bowman et 
al., 2015): the Stanford NLI corpus is a collection 
of human-written sentence pairs manually labeled 
to recognize textual entailment.  

For performance comparison, we used the 
BioBERT (Lee et al., 2020), which was pretrained 
on PubMed abstracts and PubMed Central full texts 
(denoted as PMC). The discharge summaries from 
the MIMIC III database (Johnson et al., 2016) or 
the whole database were then used to fine-tune the 
model (Alsentzer et al., 2019).  

All compared models were downloaded from 
HuggingFace1. We continuously fine-tuned these 
models using the training dataset. The 
hyperparameter values were optimized as follows: 
embedding size 512; epochs 100 with early 
stopping mechanism; batch size 8; learning rate 7e-
6 for Subtask 1 and 5e-6 for Subtask 2.  

https://huggingface.co/dmis-lab/biobert-v1.1  
https://github.com/EmilyAlsentzer/clinicalBERT  
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The evaluation metrics of this shared task are 
standard precision, recall, and F1-score for both 
subtasks. The maximum submission limitations for 
Subtasks 1 and 2 were respectively 100 and 30. The 
final ranking is determined from the best 
submission based on macro-averaging F1-score.  

3.3 Results 

Table 1 shows the results of our submissions on the 
development set. BioLinkBERT clearly 
outperformed BioBERT for both subtasks for all 
fine-tuned BioLinkBERT versions. For Subtask 1 
on textual entailment, BioLinkBERT fine-tuning 
on MedNLI achieved outperformed those versions 

on other NLI datasets and the ensemble method. 
This indicates that the medical NLI dataset is more 
suitable for this shared task in the clinical domain. 
For Subtask 2 on evidence retrieval, the fine-tuned 
MedNLI version had the second-best result. The 
ensemble mechanisms on these three fine-tuned 
versions improved the performance resulting in the 
best result.  

Tables 2 shows the results of our submissions on 
the test set. Ensemble BioLinkBERT transformer 
outperformed other models for both subtasks, 
confirming the effectiveness of our ensemble 
mechanism. For the textual entailment subtask, our 
best submission achieved an F1-score of 0.7091, 

Model Subtask 1 
Textual Entailment 

Subtask 2 
Evidence Retrieval 

Transformer 
(Pre-trained data) Fine-tuned data Pre. Rec. F1 Pre. Rec. F1 

BioBERT 
(PubMed + PMC) 

- 0.6032 0.7480 0.6678 0.7823 0.7471 0.7643 
MIMIC III 0.5899 0.6560 0.6212 0.7705 0.7936 0.7819 
Discharge 
summaries 0.5718 0.7800 0.6598 0.7882 0.7378 0.7622 

Ensemble 0.6197 0.7040 0.6592 0.7921 0.7719 0.7819 

BioLinkBERT 
(PubMed) 

MedNLI 0.6907 0.6880 0.6893 0.7914 0.7542 0.7724 
MultiNLI 0.6523 0.7280 0.6880 0.7827 0.8037 0.7931 

MultiNLI + SNLI 0.6258 0.7760 0.6928 0.8027 0.7675 0.7847 
Ensemble 0.6678 0.7560 0.7091 0.8028 0.7855 0.7940 

Table 2:  Biomedical transformer results on the test data. 

 

Model Subtask 1 
Textual Entailment 

Subtask 2 
Evidence Retrieval 

Transformer 
(Pre-trained data) Fine-tuned data Pre. Rec. F1 Pre. Rec. F1 

BioBERT 
(PubMed + PMC) 

- 0.6031 0.7900 0.6753 0.7777 0.8589 0.8163 
MIMIC III 0.5942 0.8200 0.6891 0.7853 0.8730 0.8286 
Discharge 
summaries 0.5804 0.8300 0.7102 0.8069 0.8179 0.8124 

Ensemble 0.6015 0.8000 0.6867 0.7950 0.8604 0.8264 

BioLinkBERT 
(PubMed) 

MedNLI 0.7094 0.8300 0.7650 0.8316 0.8599 0.8455 
MultiNLI 0.6393 0.7800 0.7111 0.7778 0.8982 0.8337 

MultiNLI + SNLI 0.6719 0.8600 0.7574 0.7921 0.8877 0.8372 
Ensemble 0.6563 0.8400 0.7368 0.8093 0.8951 0.8500 

Table 1:  Biomedical transformer results on the development data.  
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and ranked sixth among all 30 participating teams. 
For the evidence retrieval subtask, our best result 
obtained an F1-score of 0.7940, ranking ninth of 19 
submissions. 

4 Conclusions 

This study describes the NCUEE-NLP system in 
the SemEval-2023 NLI4CT task, including system 
design, implementation and evaluation. We 
integrate different fine-tuned versions of 
BioLinkBERT model to retrieve evidence in the 
CTR premise for textual entailment in a given 
statement. For Subtask 1, our best submission 
obtained an F1-score of 0.7091, ranking sixth 
among all 30 participating teams. For Subtask 2, 
our best result obtained an F1-score of 0.7940, 
ranking ninth of 19 submissions.   
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