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Abstract

Legal documents are notorious for their com-
plexity and domain-specific language, making
them challenging for legal practitioners as well
as non-experts to comprehend. To address this
issue, the LegalEval 2023 track proposed sev-
eral shared tasks, including the task of Rhetori-
cal Roles Prediction (Task A). We participated
as NITS_Legal team in Task A and conducted
exploratory experiments to improve our under-
standing of the task. Our results suggest that se-
quence context is crucial in performing rhetori-
cal roles prediction. Given the lengthy nature
of legal documents, we propose a BiLSTM-
based sentence sequence labeling approach that
uses a local context-incorporated dataset cre-
ated from the original dataset. To better repre-
sent the sentences during training, we extract le-
gal domain-specific sentence embeddings from
a Legal BERT model. Our experimental find-
ings emphasize the importance of considering
local context instead of treating each sentence
independently to achieve better performance
in this task. Our approach has the potential to
improve the accessibility and usability of legal
documents.

1 Introduction

Legal case documents are typically quite lengthy,
often spanning many pages, which can make it
time-consuming for legal practitioners and aca-
demics to read them in their entirety. In many
cases, these professionals may only need to access
specific portions of a document, such as the facts of
the case or the arguments put forward by the parties
involved (Jain et al., 2021d). However, legal case
documents are often unstructured and lack clear
section headings, unlike research papers or books.
This can make it difficult for readers to quickly and
efficiently locate the information they need.

The lack of structure in legal case documents
can be particularly problematic for legal practition-
ers who are trying to build a strong legal argument.

Without the ability to easily navigate and access
relevant information, lawyers may struggle to build
a coherent case that is based on sound legal princi-
ples and precedents.

To address this challenge, researchers and prac-
titioners are exploring a range of approaches to
structuring legal case documents and making them
more accessible to readers. This includes the de-
velopment of new tools! and technologies that can
automatically extract key information from legal
documents, such as the parties involved, the le-
gal issues at stake, and the arguments put forward
by each side (Farzindar and Lapalme, 2004; Pol-
sley et al., 2016). By leveraging such tools, legal
practitioners and academics can more quickly and
efficiently access the information they need to build
strong legal arguments and advance the field of law.

Rhetorical role labeling of sentences is a tech-
nique that can help legal practitioners quickly com-
prehend the structure and specific components of
a legal case document (Teufel and Moens, 2002).
This method involves identifying the semantic func-
tion associated with each sentence in the document.
Formally, rhetorical role labeling refers to the pro-
cess of classifying each sentence in a legal doc-
ument based on its role in the overall document
(Saravanan et al., 2008). By understanding the
specific function of each sentence, legal practition-
ers can more easily identify the relevant portions
of the document and extract the information they
need to build a strong case. Such kind of upstream
tasks are also helpful for performing downstream
tasks such as summarization (Bhattacharya et al.,
2019b). This can save valuable time and improve
the efficiency of legal research and analysis.

To facilitate research in this area, the organizers
of LegalEval 2023 have proposed a task of Rhetor-
ical Labeling. The dataset provided for this task
includes 247 training document-summary pairs, 30
development document-summary pairs, and 50 doc-
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uments for testing. The sentences present in these
documents are classified into 13 different rhetorical
role classes: Preamble (PREAMBLE), Facts (FAC),
Ruling By Lower Court (RLC), Issues (ISSUE) Ar-
gument by Petitioner (ARG PETITIONER), Argu-
ment by Respondent (ARG RESPONDENT), Anal-
ysis (ANALYSIS), Statute (STA), Precedent Relied
(PRE RELIED), Precedent Not Relied (PRE NOT
RELIED), Ratio of the decision (Ratio), Ruling
By Present Court (RPC), None (NON). For more
details about the task, please refer to the overview
paper (Modi et al., 2023).

In this work, a detailed experimental study is
conducted to solve the problem of rhetorical role
labeling, by considering both sentence level as
well as sentence sequence level classification ap-
proaches. Moreover, the utilization of legal domain-
specific sentence embeddings is also considered in
this work so that better model training is possible.
From the experimental study it has been identi-
fied that domain-specific embeddings along with
local context of sentence sequences are important
for achieving improved performances in this task.
Such an approach can significantly improve the
comprehension of lengthy legal documents for le-
gal practitioners as well as other readers. Our code
is publicly available.

The rest of the paper is organized as follows:
Section 2 presents the related works for the rhetor-
ical roles prediction task. Section 3 describes our
method used for performing rhetorical roles predic-
tion. Section 4 presents the experimental results
along with a detailed discussion. Finally, Section 5
concludes the paper with future research directions.

2 Related Works

Legal documents play a critical role in our society,
as they provide the foundation for laws and regula-
tions that govern our behavior. However, these doc-
uments can be difficult to read and understand, even
for legal experts. In the recent years, there has been
growing interest in the legal specific tasks such
as Rhetorical labeling (Bhattacharya et al., 2019b;
Malik et al., 2021a), legal document summarization
(Jain et al., 2020, 2021c,b, 2022, 2023a,b), court
judgment prediction (Chalkidis et al., 2020; Malik
et al., 2021b; Niklaus et al., 2022) and so on. There
have been several comparative analysis works per-
formed using the legal documents to understand the

https://github.com/jaindeepali0l0/
LegalEval-2023

behavior of these lengthy documents (Bhattacharya
etal., 2019a; Jain et al., 2021a; Satwick Gupta et al.,
2022).

Due to the progress of deep learning techniques,
researchers have started employing these methods
to analyze Indian court judgments for rhetorical
labeling tasks as well. Farzindar and Lapalme
(Farzindar and Lapalme, 2004) as well as Hachey
and Grover (Hachey and Grover, 2006) have used
the concept of rhetorical roles to generate sum-
maries of legal texts. This approach involves iden-
tifying the various roles played by different seg-
ments of the text. By understanding these roles,
the researchers were able to create condensed sum-
maries that captured the main points of the text
while maintaining its overall structure and coher-
ence (Saravanan et al., 2008). Recently, Bhat-
tacharya et al. (Bhattacharya et al., 2019b) have
proposed BilSTM-CRF model to automatically as-
sign rhetorical roles to the sentences of an Indian
Case Judgement document. In another work, Malik
et al. (2021a) have constructed a corpus of rhetor-
ical roles (RR) and annotated it with 13 different
detailed roles. Furthermore, they have proposed a
multitask learning pipeline for identifying rhetori-
cal roles. In another work done by Kalamkar et al.
(2022), authors have created a larger rhetorical role
dataset as compared to the dataset created by Malik
et al. (2021a). The authors created a baseline sys-
tem using the SciIBERT-HSLN architecture (Brack
et al., 2021).

In this work also, we utilize Indian Legal BERT
(Paul et al., 2022) to create the embeddings of
sentences in a sequence preserving the local con-
text, followed by feeding them to a BILSTM-based
model for identifying the rhetorical roles.

3 System Description

The task of rhetorical role labeling can be mod-
eled in several different ways. Keeping in mind
the specific characteristics of legal documents, we
set out in this work to find the most appropriate
approach for solving the rhetorical role labeling
problem. This section describes the several differ-
ent methods explored in this work, along with the
specific implementation details.

3.1 Baseline Method

Establishing a baseline model for shared tasks is
an important step, as it helps track the performance
of the more sophisticated approaches that are de-
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Figure 2: Methodology diagram

veloped in the process of experimental exploration.
In this work, our baseline system employs a com-
mon technique used in natural language processing
(NLP) tasks, where a pre-trained language model is
used to encode text data into dense representations,
followed by classification layers. More specifically,
the Indian Legal BERT (Paul et al., 2022) model
is used in this work to encode the sentences into
768-dimensional contextual vectors, which capture
the semantic and syntactic information of the text.
After encoding the sentences, a multilayer percep-
tron (MLP) model is employed to classify the en-
coded sentences into different categories. The MLP
model consists of multiple dense layers followed
by dropout layers, which help prevent overfitting
by randomly dropping out nodes during training.
The final softmax layer classifies the encoded sen-
tence into different categories based on the prob-
ability distribution. It is important to note here
that this approach performs an individual sentence-
level classification and does not make use of any
context information. This approach is called as
the “Baseline” approach for all the experimental
analysis in the rest of the paper.

3.2 Sentence sequence labeling approach

The primary idea for model development that has
been proposed in this work, is a sentence-sequence
classification based idea, where a local-context
based dataset is built for model training. This
dataset is built with a sentence window size of 5,
where we hoped to train a sentence-sequence classi-
fication model that can learn from it’s local context.
The reason for restricting the window size to 5 sen-
tences is due to the resource constraints as well as
the extremely lengthy nature of legal documents.
The dataset building process is pictorially depicted
in Fig. 1. Where we generate training samples
with a set of 5 sentence embeddings and their cor-
responding labels. In order to ensure the proper
inclusion of each sentence in the dataset regardless
of their position in the document, we also perform
0-vector paddings (represented as sq in Fig. 1). A
BiLSTM based deep learning model was trained on
this dataset, the architecture for which is depicted
in Fig. 2. During inference we consider two dif-
ferent ways of recovering the sentence level labels:
considering the middle sentence in an input se-
quence as the sentence of interest for recording it’s
label and considering the last sentence as the sen-
tence of interest. These two approaches are called
as the “Mgg_nrig” and “Mgs_gnq” respectively.

3.3 Oversampling approach

One important observation from the Task A dataset
is that the sentence labels are having a high degree
of class-imbalance. Such kind of imbalanced data
often causes deep learning models to ignore the mi-
nority classes and perform poorly during inference.
The level of class imbalance across the dataset is
depicted pictorially in Fig. 3, with the normalized
frequencies of each of the individual class present
in the dataset. In order to deal with this issue one
straightforward idea is to employ class-weighted
oversampling of minority-class samples. The fol-
lowing is the description of the proposed oversam-
pling technique that we carry out to deal with the
class-imbalance problem.

Firstly, we decide to keep only one copy of any
5-sentence sample where at least one of the labels
is a dummy label for a O-vector sentence (sg). Sec-
ondly, for all the other types of samples, we utilize
the normalized frequencies of each class to calcu-
late the exact number of times we will oversample
them. This calculation is described below:

Let f1, fo, ..., f13 be the normalized frequencies
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Figure 3: Frequency of class labels in training dataset

of class labels for the 13 classes present in the
dataset. For the k' sample in the training set, we
initially have five labels [y}, v5, v, y5, y%]. Based
on these labels we find the following oversampling
rate as depicted in equation 1:

(0%
Ne = 55— (D
1 fyp

where, N;, denotes the number of times the k"
sample is to be oversampled, « is a hyperparam-
eter which is chosen experimentally as 5, and the
summation term adds up the individual normalized
class frequencies of the sentences present in that
sample. Such a calculation ensures that the samples
with majority class sentences get a smaller amount
of oversampling, whereas samples with minority
class sentences gets oversampled more number of
times.

This oversampling technique gives rise to
two new variants of the proposed approach dis-
cussed in subsection 3.2, which are referred to as
“Mgsso—_nrid” and “Mgso—_ gra’’ in the rest of the

paper.
4 Experimental results and discussion

4.1 Experimental setup

The specific architecture used for the Baseline
model includes a dense layer of 2048 nodes fol-
lowed by a dropout layer with 0.6 probability, then
another dense layer of 1024 nodes followed by an-
other identical dropout layer, and finally a softmax
layer which classifies a given sentence into dif-
ferent categories. An Adam optimizer (Kingma
and Ba, 2014) with a learning rate of 0.001 is
considered. A sparse categorical cross entropy is
considered for calculating the loss since the out-
put labels are considered as integer values. For
the “Mgs—nrid”s “Mss—gnd”> “Msso—miqa” and
“Mgsso—pgnd” models, we consider two BILSTM
layers consisting of 128 nodes having a dropout

Table 1: Classwise Precision scores on dev dataset

Class Baseline  Mss_yia Mss—pnd Msso-mia Msso—gnd
ANALYSIS 0.7744 0.7214 0.7083 0.741 0.7222

ARG PETITIONER 0.3000 0.3077 0.2334 0.2457 0.1628
ARG RESPONDENT  0.0526 0.3704 0.4483 0.2414 0.2259
FAC 0.6086 0.7578 0.7407 0.7569 0.7623
ISSUE 0.7400 0.8334 0.8 0.7347 0.6793
NONE 0.8421 0.9603 0.9345 0.9747 0.9402
PRE NOT RELIED 0.0 0.0 0.0 0.25 0.0
PRE RELIED 0.1901 0.5852 0.6137 0.4274 0.4249
PREAMBLE 0.6969 0.842 0.8322 0.912 0.903
RATIO 0.0286 0.5637 0.4762 0.5715 0.25
RLC 0.1810 0.6334 0.5965 0.697 0.6905
RPC 0.7802 0.9269 0.8519 0.924 0.8675
STA 0.4286 0.5417 0.577 0.5162 0.51516
Weighted Average 0.6231 0.72 0.7033 0.7255 0.7005

layer with 0.6 probability between them, followed
by a time distributed dense layer. The learning rate,
optimizer, and loss function is considered the same
as the Baseline model. All the models are run for
500 epochs with an early stopping patience of 10.

4.2 Results and discussion

In this section, we present the results of our ex-
periments on the development dataset provided by
the organizers along with a detailed discussion on
the experimental observations. Specifically, Tables
1, 2, and 3 report the class-wise precision, recall,
and F1 scores achieved by our models on the de-
velopment set. Additionally, we provide a visual
representation of the overall weighted F1 scores
attained by our various models on the development
set through Fig. 4.

Considering the class-wise Precision scores pre-
sented in Table 1, we can make certain key obser-
vations. The “Mggo_ariq” model is able to obtain
the best results for five classes in total, however,
the performance of this model is not as good on
the other class sentences. On the other hand, the
“Mss_riq” model finds best Precision values for
three classes with other class results also being
quite decent. One key observation is that, the over-
sampling based method “Mggo_ 4" 1S able to
obtain a non-zero Precision for the “PRE NOT RE-
LIED” class, which is a minority class containing
the least number of samples in the entire dataset.

The class-wise Recall scores for the different
proposed approaches are shown in Table 2. A sim-
ilar trend as Table 1 can be observed for Recall
scores also, where the “Mgg_psi4”” model achieves
improved scores across most of the classes, how-
ever the maximum number of best Recall scores
are obtained by the oversampling based approach
“Mgsso—nia” - Moreover, the performance of the
“Mgso—_mig” on the minority classes are better
than the non-oversampling based approach.
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Table 2: Classwise Recall scores on dev dataset

Class Baseline  Mgss—nid Mss—End Msso-mia  Msso-Eend

ANALYSIS 0.5844 0.8446 0.8242 0.7907 0.7714

ARG PETITIONER 0.1615 0.1143 0.1 0.2 0.1
ARG RESPONDENT  1.0000 0.2632 0.3422 0.3685 0.3685
FAC 0.6788 0.7552 0.7828 0.7621 0.7794

ISSUE 0.6607 0.7 0.64 0.72 0.72
NONE 0.8511 0.8895 0.9 0.8106 0.8264

PRE NOT RELIED 0.0 0.0 0.0 0.0834 0.0
PRE RELIED 0.6136 0.3874 0.3803 0.7043 0.6972
PREAMBLE 0.7181 0.9331 0.9272 0.875 0.878
RATIO 1.0000 0.4429 0.1429 0.3429 0.0858

RLC 0.8077 0.3276 0.2932 0.1983 0.25
RPC 0.7634 0.8352 0.7583 0.9341 0.7913
STA 0.5714 0.4643 0.5358 0.5715 0.6072
‘Weighted Average 0.6474 0.7363 0.7245 0.7281 0.7109

Table 3: Classwise F1 scores on dev dataset

Class Baseline  Mgs—yia - Mss—pnd - Msso-mid  Msso-End
ANALYSIS 0.6661 0.7781 0.7619 0.765 0.746
ARG PETITIONER 0.2100 0.1667 0.14 0.2205 0.1239
ARG RESPONDENT  0.1000 0.3077 0.3881 0.2917 0.28
FAC 0.6418 0.7565 0.7612 0.7595 0.7707
ISSUE 0.6981 0.7609 0.7112 0.7273 0.6991
NONE 0.8466 0.9235 0.9169 0.8851 0.8796
PRE NOT RELIED 0.0 0.0 0.0 0.125 0.0
PRE RELIED 0.2903 0.4662 0.4696 0.532 0.528
PREAMBLE 0.7073 0.8852 0.8771 0.893 0.891
RATIO 0.0556 0.496 0.2198 0.4286 0.1277
RLC 0.2958 0.4319 0.3931 0.3088 0.3671
RPC 0.7717 0.8787 0.8024 0.929 0.8276
STA 0.4898 0.5 0.5556 0.5424 0.5574
Weighted Average 0.5972 0.7211 0.7055 0.7195 0.6992

Class-wise F1 scores for the proposed ap-
proaches are depicted in Table 3, which demon-
strates the overall high performance of the
“Mgs_ " model with five best F1 scores. How-
ever, it fails in comparison with the oversam-
pling based approach “Mgso—_priq” on the minor-
ity classes.

From the overall weighted F1 scores shown
in Fig. 4, we can observe that the “Mgg_prq”
model achieves the best results and it’s oversam-
pling based variant is able to obtain the second best
scores.

The findings from the experimental study can be
summarized as follows:

* Considering the task of rhetorical role labeling
as an individual sentence classification task is

© 0.70

. . . . .
Baseline  Mss—mia  Mss—gna  Msso—-mia  Msso - end

Approaches

Figure 4: Overall weighted F1 score on dev dataset

not an appropriate approach as it loses a lot of
context information. The local-context based
sentence sequence labeling approach is able to
outperform the single sentence classification
based approach in almost all cases.

Considering the sentence of importance in
the middle of the local context is better than
to consider it in the end of the context, as
“Mgs—_nriq” model outperforms “Mgs_gnd”
model in almost all the scenarios. This is due
to the fact that the sentence in the middle has
access to it’s previous as well next sentence
context information, however the sentence at
the end only has access to it’s previous sen-
tences and their labels.

Although oversampling based approaches do
not outperform the non-oversampling based
approaches when the overall performance
is considered, they are still quite important,
especially for the minority class sentences.
Moreover, based on the weighted average
scores from Tables 1, 2 and 3 it is quite evi-
dent that the oversampling based approach
“Mgsso—nrid” consistently gives impressive
precision and recall results.

5 Conclusion

The organizers of Legal Eval 2023 have introduced
a rhetorical Roles Prediction task (Task A) as part
of their competition, due to the reputation of Indian
case judgments for being lengthy and unstructured.
Our team participated in this task and achieved a
71.43% F1 score on the testing data, as reported on
the Codalab® leaderboard. We also conducted ex-
ploratory experiments and discovered that context
is a significant factor in accurately identifying the
rhetorical roles. Also when it comes to roles that
are very rare across such documents, oversampling
based model training can actually be quite helpful.

As part of the future work, an ensembling based
approach can be explored that combines the pre-
dictive power of both oversampling as well as non-
oversampling based approaches. Such an approach
has the potential to achieve even higher quality
rhetorical role labeling.

‘https://codalab.lisn.upsaclay.fr/
competitions/9558
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