The 35th Conference on Computational Linguistics and Speech Processing (ROCLING 2023)

Taipei City, Taiwan, October 20-21, 2023. The Association for Computational Linguistics and Chinese Language Processing

CrowNER at ROCLING 2023 MultiNER-Health Task:
Enhancing NER Task with GPT Paraphrase Augmentation on
Sparsely Labeled Data

Yin-Chieh Wang*
Telexpress Co., Ltd.
pony.wang@telexpress.com
Feng-Yu Kuo*
Telexpress Co., Ltd.
bruce.kuo@telexpress.com
Te-Yu Chi
Department of CSIE
National Taiwan University
d09922009@ntu.edu. tw
Sheh Chen
Telexpress Co., Ltd.

shepherd.chen@telexpress.com

Abstract

In this research, we utilized the training
dataset from the ROCLING 2023 Chinese
Multi-genre Named Entity Recognition in the
Healthcare Domain, which comprises the Chi-
nese HealthNER Corpus (Lee and Lu, 2021)
and the ROCLING 2022 CHNER Dataset (Lee
et al.,, 2022), along with the test set (Lee
et al.,, 2023). The objective was to address
the named entity recognition task within the
Chinese healthcare domain. Our initial step in-
volved preprocessing the training dataset. We
identified instances in the training set where
sentences with identical structural patterns ex-
hibited ambiguities and errors in named en-
tity definitions. Prioritizing data validation,
we manually excluded erroneous entries. In
specialized domains such as medicine, domain-
specific terminologies and proprietary names
are often defined within sentences as merged
labels, rather than separate ones. Thus, we
employed the 'Entity Relationship Construc-
tion and Merging Strategies’ approach to con-
solidate related named entities. Subsequently,
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we computed the frequencies of sentence and
entity occurrences. We extracted sparsely la-
beled data and applied two techniques for data
augmentation: GPT Paraphrase and entity re-
placement while preserving sentence structure.
These steps resulted in an augmented training
set. Finally, we conducted fine-tuning experi-
ments on various state-of-the-art BERT-based
models to obtain a model suitable for the RO-
CLING Shared Task.

Keywords: GPT 3.5, Data augmentation,
GPT paraphrase, Entity Relationship Con-
struction and Merging Strategies

1 Introduction

Named Entity Recognition (NER) aims to
identify specific meaningful entities from text,
such as person names, locations, organization
names, dates, and times. In specific domains
like the medical field, these named entities of-
ten have unique naming conventions and char-
acteristics. To accurately identify entities in
these specialized domains, it’s common to use
domain-specific training data to train NER
models that cater to the named entity recog-
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nition requirements of that field. The main
goal of this research is to develop and refine a
Named Entity Recognition (NER) model fo-
cused on the medical field, aiming to inves-
tigate and improve its accuracy. The study
involves various stages, including data prepro-
cessing, model evaluation and selection, and
experimentation with data augmentation tech-
niques.

In the data preprocessing phase, this in-
volves data cleaning, entity relationship con-
struction, and merging strategies. We discov-
ered several issues in the data, such as non-
compliance with BIO tagging standards and
inconsistent entity labels within the same sen-
tence. Furthermore, by analyzing entity oc-
currence frequencies and sentence structures,
we found many entities that should have been
labeled as compound nouns were mistakenly
split into separate words. Thus, we introduced
the concept of Entity Relationship Groups and
Merging Strategies.Initially, we developed En-
tity Association Groups based on the lexical
structure of entities, identifying connections
through shared vocabulary.  Subsequently,
we examined entities within sentences against
these groups, merging or replacing them based
on their position and association to enhance la-
bel accuracy.For example, within a sentence,
entities ” MM and ” BLE” might be identi-
fied separately. However, after analyzing their
relationships and positions in the sentence, we
merged them to form 7 #F BE ML &7, thereby
improving the data quality.

Regarding model selection, we evaluated
several pre-trained models, including BERT
(Devlin et al., 2019), RoBERTa (Liu et al.,
2019), UBERT (Lu et al., 2022), MacBERT
(Cui et al., 2020), and PERT (Cui et al., 2022).
Ultimately, PERT was chosen for this study.
Subsequent optimization of the PERT model
was carried out, and the highest F1 score was
achieved by incorporating a Conditional Ran-
dom Field (CRF) layer.

In terms of data augmentation experi-
ments, we first performed data correction then
divided it into training set, development set,
and test set. Development set and test set
are filled with sparsely labeled data, consist-
ing of challenging instances that often deviate
from the patterns present in the training set.
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This divergence underscores the limitations of
solely relying on the training set for effective
predictions. This highlights the need for a
more robust training approach that can bet-
ter handle such intricacies and generalize well
to unforeseen cases.

We formulated four data augmentation ex-
perimental setups. In this context, RUNO was
designated as the control group, representing
a configuration without any data augmenta-
tion. On the other hand, we had the exper-
imental groups including RUN1, RUN2 and
RUN3. RUNI1 involves incorporating the de-
velopment set data into the training set. In
RUNZ2, we leveraged ChatGPT to paraphrase
the development set data, thereby enhancing
the training set. Lastly, In RUN3, we incor-
porated entity data from the development set
into the training set through substitution for
data augmentation.

In conclusion, this study has effectively im-
proved the performance of named entity recog-
nition tasks through a comprehensive system-
atic process, including pre-trained model se-
lection, data preprocessing, entity relationship
construction and merging strategies, as well
as data augmentation strategies. Moreover,
the integration of entity relationship construc-
tion and merging strategies within the data
preprocessing phase, combined with the GPT-
paraphrased data for data augmentation, con-
tributed to our team’s first-place victory in the
ROCLING 2023 Competition, achieving an F'1
score of 69.55 (RUN2).

2 Related Work

Named Entity Recognition (NER) is the pro-
cess of automatically identifying and classify-
ing named entities in unstructured text, and
then organizing them into predefined cate-
gories. There are several approaches to tackle
NER task including span-based, tagging-based
and generation-based. The tagging-based ap-
proach (Huang et al., 2015; Yang et al., 2017,
Souza et al., 2019) involves annotating each in-
dividual word or token in the text with a spe-
cific label denoting its named entity category.
The tagging-based model is often comprised of
a feature extraction model such as a LSTM
(Sak et al., 2014) or Transformer (Vaswani
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et al., 2017) model with a conditional ran-
dom field (CRF) layer that outputs the label
sequence. The span-based approach (Zheng
et al., 2017; Wang et al., 2020; Su et al., 2022)
centers on identifying continuous sequences of
words that constitute named entities, thereby
marking their beginning and end positions
within the text. This method is particularly
adept at handling cases where named enti-
ties might comprise multiple words or where
the exact boundaries are less distinct. The
approach based on generation (Athiwaratkun
et al., 2020; Yan et al., 2021) formulates the
NER task as a problem of sequence genera-
tion using models such as BART (Lewis et al.,
2020) and T5 (Raffel et al., 2020) to gener-
ate and extract the named entity tokens. By
reformulating the task as a sequence genera-
tion problem, these models can directly elimi-
nate the need for explicit boundary marking.
However, since generation-based models tend
to generate repetitive tokens, hallucinate in-
formation, and struggle to preserve contex-
tual accuracy, we opted to use tagging-based
and span-based approaches in our experiment.
These approaches employ more structured and
controlled techniques to identify and classify
named entities in the text.

As an encoder of Transformer (Vaswani
et al., 2017) architecture, BERT (Devlin et al.,
2019) introduces deep bidirectional contextual
understanding by considering both left and
right context in all layers. This allows it to pre-
train on unlabeled text and subsequently fine-
tune with minimal architecture adjustments
PERT (Cui et al., 2022)
is an improved variant of BERT. It employs
input text permutation, where the task is to
predict the original token’s position. PERT
incorporates whole word and N-gram mask-
ing to further enhance its performance. These
approaches highlight the potential for diverse
pre-training tasks beyond language models. In
light of PERT’s higher performance compared
to other BERT variants in our experiment, we
opted to select PERT as the base model for
further enhancement in addressing the NER
task.

for various tasks.

Data augmentation is considered a useful
technique when training with limited data.
Nevertheless, automatic data augmentation in
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NLP poses a challenge due to the complex-
ity of language and the necessity of preserv-
ing semantic meaning. Previous approaches
(Zhang et al., 2015; Yu et al., 2018; Wei and
Zou, 2019) such as synonym replacement, ran-
dom word insertion, word swapping, random
deletion and translation from different lan-
guages may not be effective for the NER task.
Since NER requires a higher level of precision
in identifying and categorizing specific enti-
ties within the text. In contrast to general
language understanding tasks, NER requires
precise localization and classification of enti-
ties. With the rise of Large Language Mod-
els (LLMs) and in particular ChatGPT, it has
the ability to generate human-like sentences.
By using carefully crafted prompts, it is pos-
sible to generate sentence with similar seman-
tic meaning as the original sentence while re-
taining the entity structure. Throughout this
research, we will provide a comparative eval-
uation between human-driven and ChatGPT-
powered data augmentation.

3 Methodology and Experi-
ments

3.1 Dataset evaluation

The evaluation process of this study employed
the Precision/Recall/F1-score (P/R/F1) met-
rics. We utilized the data provided by the
ROCLING-2023 Shared Task for our study.
The training dataset comprises the Chinese
Health Named Entity Recognition (NER)
Corpus (Lee and Lu, 2021) as well as the
ROCLING-2022 Chinese NER Dataset (Lee
et al., 2022), show in Table 1. In total,
it encompasses 33,897 sentences, 1,631,604
characters, and 81,829 named entities, span-
ning across 10 distinct entity types. The en-
tire experimental procedure was divided into
three main stages. We will sequentially con-
duct experiments from various perspectives,
encompassing model selection and optimiza-
tion, data cleaning, merging strategies as well
as diverse augmentation techniques with the
aim of enhancing predictive accuracy.
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Genre FT SM WA

Sentences 23,008 7,684 3,205

Characters 1,109,918 | 403,570 | 118,116

Named Entities 42,070 26,390 13,369
Chinese

Data Sets HealthNER Corpus | ©VER

Table 1: Shared training sets (FT:Formal

texts, SM:Social media, WA:Wikipedia articles)

3.2 Model selection and Fine-tuning

In the first stage, the focus was on the selection
of the base model, architectural design, and pa-
rameter tuning. For this phase, we utilized the
“Formal Texts”subset from the Chinese Health
NER Corpus (Lee and Lu, 2021) as the train-
ing set, while “Social Media~ was used as the
development set. We utilized the dataset to
fine-tune all the pre-trained models and report
their precision, recall and F'1 score. We started
by fine-tuning multiple pre-trained models in
order to select the best base model. Includ-
ing BERT (Devlin et al., 2019), RoBERTa
(Liu et al., 2019), UBERT (Lu et al., 2022),
MacBERT (Cui et al., 2020) and PERT (Cui
et al., 2022).

After choosing the best base model, we
enhanced it with a conditional random field
(CRF) layer for the tagging-based approach
and a span classification head on top for the
span-based approach respectively. In addi-
tion to increasing the number of layers in the
model, we utilized the focal loss function (Lin
et al., 2020) to alleviate the issue of class im-
balance in most of the Named Entity Recog-
nition (NER) tasks. We applied the focal loss
function to both the base model and the span-
based model.

e BERT},se: 102M parameters

e RoBERTay,s.: 102M parameters
e UBERT}as: 102M parameters

o UBERT4rge: 325M parameters

e MacBERT},s.: 102M parameters

e PERT}as0: 102M parameters
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3.3 Data Cleaning: Removing and
fixing incorrect Data Points

During the data preprocessing phase, we ini-
tiated the analysis of all data and identified
three primary types of errors: 1) Incorrect
labeling formats, where certain data did not
adhere to the BIO tagging standard, as illus-
trated in Table 2; 2) Instances of duplicated
sentences with inconsistent word annotations,
detailed in Table 3; 3) Cases of repeated sen-
tences with entirely erroneous annotations, for
instance, identical sentences but with entirely
disparate entity labels, as demonstrated in Ta-
ble 4. These errors had the potential to in-
troduce confusion during the model training
process. To mitigate such issues, we imple-
mented programmatic checks and manually
rectified sections with labeling format errors.
For data instances where duplicated sentences
contained incongruent entity annotations, we
manually corrected overtly erroneous labels or
removed erroneous data. Furthermore, dupli-
cated sentences featuring entirely dissimilar
entity labels were excluded. These rectifica-
tions contributed to an enhanced overall qual-
ity of the dataset.

3.4 Enmtity Relationship Construc-
tion and Merging Strategies

After the selection of the base model, we con-
ducted data analysis and identified a signifi-
cant issue wherein entities that should have
been labeled as compound nouns were erro-
neously segmented into separate individual
words. Given that the dataset under exami-
nation primarily encompasses domain-specific
terminology from fields such as medicine and
biochemistry, such segmentation into individ-
ual words has the potential to compromise the
intended meaning and information conveyed
by the entities within sentences. In light of
this, we advocate that these domain-specific
terms within sentence structures be defined us-
ing merged labels rather than distinct ones.
To address this issue, we conducted a two-
step process. In the first step, we constructed
Entity Association Groups, a concept rooted
in the lexical structure of entities. Through an-
alyzing shared vocabulary among distinct enti-
ties, we established associations between them.
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ID Character Original Tags / Corrected Tags
297 @ "O-SYMP’
'B-SYMP’

1241 | 7@, @ 0 & &’ | "B-CHEM’, 'I-CHEM’, *i-CHEM’, 'T-CHEM’
'B-CHEM’, 'I-CHEM’, ‘I-CHEM’, 'l-CHEM’
1241 |0 £, 40,0 8 0 BR | OT-TIME’, 'I-TIME’, 'I-TIME’, "I-TIME’
B-TIME’, 'I-TIME’, "I-TIME’, "I-TIME’

Table 2: Instances of incorrect labeling formats and non-adherence to BIO tagging standard
using CHNER

Sentence Word | Original | Corrected
FTET —EEAAABCHESARKLIO0OEALERR | ¥% | (DISE) -

L 3, B Q’$&§ﬁll9ké7°
[ 27, —8 é&igﬂ‘ﬁkﬁf WA SERK4A O LERR CF% (O) (DISE)
mX&i’%&?ﬁ119kﬁﬁo
K> BAMRBELAAGTHEME Ay AL FRARE | %A | (INST) -
W% 4P A 5] A RS AARK > e B AR K ~ JEREAR K F o
R o BSAMRBRTEAGHPM Ry R RGN | BHE (0) (INST)
WA A5l AL M AR K » e AT K ~ PR K o

R T T A E BT KA AR R 8RR o Fij% | (DISE) -
MR P F E A BT KSR R 69 R o i 5% (0) (DISE)

Table 3: Annotation Table (Part 1)

For example, the term ” # & (valve) shares a o
subword relationship within entities like 7 A =iy Sa

IHIE” and 7 = K MIEM E£”, as shown in ==
Figure 1. Utilizing graph analysis techniques, \
we created an Entity Association Graph as
depicted in Figure 2.The Entity Association
Groups were constructed based on annotated
datasets from the Chinese HealthNER Corpus
(Lee and Lu, 2021) and the ROCLING-2022
Chinese NER Dataset (Lee et al., 2022)

a b :¥Q§'5ﬁ$§@”E
- fmp

Entity  Entity Association Groups Entity Entity Association Groups

wWE | mE RE |m=
AT iR 2AHBRE Figure 2: Entity Association Graph Generated
—IREE — R using Graph Analysis Techniques
L ] PERE
| 08 B8 140 Bl TARIRE
M B R RBRE . ) _ )
| AT wERE tities or Terms. This process involves examin-
WERE . . o .
ey W BRE ing the entities within sentences and their cor-

Ty

—smm ;:zzﬁ responding Entity Association Groups. The
| DRI 5 goal is to determine whether there are associ-
el ated entities from these groups present in the
MEENTE

sentence and, based on their positions within
the sentence, decide whether they meet the cri-

Figure 1: Subword relationships of the Enti- teria for merging to correct the labels.

ties
For example, a sentence has both annota-

The second step focuses on the Merging En-  tions for the entities ” #J%” (valve) and ” B
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Same Character
Character label(22759)
'B-DISE’, "I-DISE’

Character label (00859)

Issue Example
Same Sentence Te WPRATNHRMT ARG MR
Same Word A B R, ) R, TR TR,

‘g’7 ) }3\’7 ) 77 ) é}]77 ) §§77 ) §ja7 ) .‘;—’7 ) 64117 ) @)7 ) qlh77 ) 5]‘77 ) V/L’7 ) ﬁ77 ) ]17‘]‘77 ) ;13‘337 ) %5%5’
‘0, ’0’, 'B-SUPP’, "I-SUPP’, ’I-SUPP”’, '[-.SUPP’, 'I-SUPP’, ’O’, ’0O’, 'O, ’0’, ’0’, ’O’, ’O?,

7077 7()77 70’7 7077 70’7 7077 ’0,7 7077 ’O’, 70’7 7077 ’0)7 7077 ’()77 7037 0’

Table 4: Annotation Table (Part 2)

#” (prolapse). However, through analysis of
the Entity Association Group for ” # %" and
" BL#”, we identify a more comprehensive en-
tity annotation, ” #IEAL %7, which serves as
a subword for both entities. As a result, if
the positions of both entities align for merg-
ing, we combine these two entities into ” # J&
Bt 4" and subsequently retrieve its named en-
tity type from the Entity Association Groups,
as illustrated in Table 5. These corrections
contribute to enhanced semantic precision and
strengthen the model’s expressive capacity.

In the stage of the experiment, an exper-
imental design was conducted to validate the
feasibility of the merging strategy proposed in
this study. The Health NER and CHNER
datasets were initially merged. Following es-
sential data correction, the dataset were parti-
tioned into a training set consisting of 29,411
samples, a test set consisting of 2,533 sam-
ples, and a development set consisting of 2,000
samples. It’s worth highlighting that that in
the entire dataset, sentences containing enti-
ties that appeared only once were classified
as sparse labeled data. Both the test and
development sets originated from this sparse
labeled dataset categorization. In the experi-
ment, the training set was divided into experi-
mental and control groups. In the experimen-
tal group, data were subjected to merging cor-
rections based on the second phase method,
while the control group remained in its origi-
nal state. Both groups were trained using the
final model from the first phase and evaluated
on the unmodified test set.

3.5 Data Augmentation Strategies

In order to enhance the performance of the
model, we propose a data augmentation strat-
egy through entity replacement to expand the
training set. This approach employs develop-
ment sets partitioned from dataset with sparse
annotations.

T B H Ak #F” is a unique entity in the
development set, labeled as 'DISE. We then
found another piece of data in the training set
with the same entity type (DISE) and contain-
ing only a single entity. New data is generated
By using a substitution approach. Figure 3
provides an example of this replacement.

~ Type: DISE

« Type: DISE

Figure 3: The method of entity replacement.

However, this method may encounter chal-
lenges in maintaining semantic coherence, as
the generated sentences may not consistently
preserve semantic meaning. In the following
paragraph, we propose the method that use
Chat GPT to paraphrase sentences to mitigate
the issue of semantic inconsistency. To resolve
the potential issue of semantic inconsistency
in the previous method, we attempted data
augmentation using GPT. This approach al-
lows us to maximize semantic coherence while
paraphrasing sentences.

During the development of the augmenta-
tion process, we observed that GPT also tends
to rewrite entities within sentences. To en-
sure that entities are not rewrited, we first re-
placed the entities within the sentences with
placeholders such as entityl, entity2, and store
these entities’ information, such as original
word and entity type, in a list called ner-list.
Then, we used GPT to paraphrase the sen-
tences with these placeholders, and finally, we
putted the corresponding entities back into the
sentences according to the ner-list. To label
generated sentences, we first create a charac-
ter label list which its length equals to the gen-
erated sentence with all ”O”. Then according
to the ner-list, find index of each entity and
replace the element at the index to the cor-
responding entity type. This approach guar-
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Example Original Words | Original Label Corrected Words | Corrected Label
W REARBENERE TR | HIE, MiE (BODY),(SYMP) 7P & (DISE)

HR

&R & 55 BUR (I Fm aE B R (SYMP),(SYMP),(SYMP) | /2R (SYMP)
REENRBARFERRTEE | FERE, BX (BODY),(SYMP) FREEE (DISE)
AR G A

Fr—RRRNESEFEATE | B ARIE (0),(SUPP) BAEHF (SUPP)
(Zeaxanthin)

Table 5: Example of Merging Entities or Terms

antees that the sentences are rewritten while
still preserving the original entities. Due to the
time limitation, we only ensure that generated
sentences are different from original sentences
and keep all entities in original sentences. Fig-
ure 4 provides an example prompt template
used for this GPT-based rewriting, while Fig-
ure 5 demonstrates the procedural representa-
tion of the generation process.

Paraphrase the following sentence in traditional chinese:
sentence:
{entityl} » 3{fflentity2} » Sifentity3} » 2 —2f{ifH{entityd)FiifentityS) 2 ] » R LT fHhEHentity6) ©

please keep term like {} in paraphrased sentences

Figure 4: Example Prompt Template used for
GPT-based rewriting

original sentence |~ - G - 507kl

Entity: " - (ISR

AL 2 > BT E T AR L - |

replace entity | fentity1} - ientity2} - sifentity3} - 2 EHfirft

21 - BT -]

GPT paraphrase

[fentity) -

ySYZI] T LA -]

Entity: “J5F - (IR - 2R ERE - ZE0R

paraphrased sentence [~ - XHMIBEERER - RINVELBI/ELEZH - o EFABRILE ]

Figure 5: Procedural representation of the gen-
eration process.

The stage aims to investigate the impact
of various augmentation strategies on model
performance. We employed the training set
(29,411 samples), test set (2,533 samples), and
development set (2,000 samples) partitioned as
described in the previous data cleaning Sec-
tion 3.4.

We performed data augmentation on the
training set using the development set (2,000
samples) in various ways and evaluated model
performance using the test set. The experi-
mental design consisted of four experimental
groups: RUNO, the control group, which did
not undergo any data augmentation; RUNT,
where development set data was added to the
training set; RUN2, involving the rephrasing

of development set data using ChatGPT for
training set augmentation; and RUN3, entail-
ing the incorporation of entity data from the
development set into the training set using en-
tity substitution.

4 Experiment results and dis-
cussion

4.1 Model Selection Results:
hancing Model Performance

En-

We use the HealthNER corpus (Lee and Lu,
2021) to fine-tune all the pre-trained models.
We select the AdamW optimizer with learning
rate of He-5, batch size of 28 as the hyperpa-
rameters and train with 50 epochs. We eval-
uate the model per 100 steps during training
and select the best one by the F1 score. The re-
sult is shown in Table 6. PERT},,ee performed
better than other models in terms of F1 score.
Therefore, we selected PERT},sc as the base
model for the subsequent experiment.

Model P R F1

BERT}.se 74.82 | 75.77 | 74.88
RoBERTay,q | 74.01 | 75.93 | 74.96
UBERT}, 6c 75.61 | 74.96 | 75.29
UBERT arge 69.06 | 75.33 | 72.06
MacBERT a6 | 74.75 | 76.66 | 75.69
PERT}.se 75.31 | 76.74 | 76.02

Table 6: Comparison of Models (P:Precision,
R:Recall, F1:F1 score)

We continue to improve PERT by incorpo-
rating a conditional random field (CRF) layer
for the tagging-based approach and add a start
and end classification head for the span-based
approach. In addition to increasing the num-
ber of layers in the model, we utilize the fo-
cal loss function (Lin et al., 2020) to allevi-
ate the issue of class imbalance in most of
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the Named Entity Recognition (NER) tasks.
We apply the focal loss function to both the
PERT}ase model and the PERTSgp,, model.
We use the same hyperparamters as mentioned
and PERT Ry achieved the highest F1 score
compared to other methods as shown in Table
7.

Model P R F1

PERT 75.31 | 76.74 | 76.02
PERT o cal 74.92 | 76.56 | 75.74
PERT cRrF 76.90 | 76.84 | 76.87
PERTgpan 74.25 | 77.57 | 75.88
PERTSpan with focal | 76.95 | 74.89 | 75.91

Table 7: Comparative evaluation of different
architecture and loss function. (P:Precision,
R:Recall, F1:F1 score)

4.2 Entity Relationship Construc-
tion and Merging Strategies: Im-
pact on Model Enhancement

To validate the feasibility of the proposed
merging strategy in this study, we conducted
an experimental design. The experimental
outcomes revealed that the performance of the
model was enhanced through the implementa-
tion of the merging strategy, as illustrated in
the Table 8.

Methods P R F1
PERT crp [a] | 76.10 | 77.64 | 75.57
PERT crp b | 78.12 | 80.35 | 76.02

Table 8: Comparative evaluation of training
set with and without fixed. (P:Precision,
R:Recall, F1:F1 score)

& Training set without fixed using method 3.3

b Training set fixed using method 3.3

4.3 Data Augmentation Strategies:
Evaluating Techniques for Per-
formance Enhancement

As shown in Table 9, PERTqgrr with data
augmentation (RUN1, RUN2, RUN3) outper-
formed PERT crr without data augmentation
(RUNO). The augmentation method using the
replacement approach (RUN3) showed less en-
hancement compared to the other two meth-
ods. This might be attributed to the fact that
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Experiment P R F1
RUNO, 80.29 | 76.38 | 78.28
RUN1y, 81.45 | 78.36 | 79.88
RUN2, 81.47 | 78.22 | 79.81
RUN3q 81.18 | 76.74 | 78.90
Table 9: Comparison between dif-

ferent data augmentation methods.
(P:Precision, R:Recall, F1:F1 score)

2 PERT crr without data augmenta-
tion.

b PERT crr augmented with human
written data(development set).

¢ PERTcrr augmented with GPT-
paraphrased development set.

d PERT crp with low frequency enti-
ties augmentation.

employing only replacement-based data aug-
mentation can not ensure semantic coherence,
thereby affecting the model’s performance. In
the experiments of RUN1 and RUN2, incor-
porating GPT-paraphrased development set
into the training set resulted in similar per-
formance compared to directly adding devel-
opment set to the training set, with both F1
values approximately around 79.8. This result
demonstrates that the GPT-paraphrased sen-
tences retained their semantic meaning and
therefore did not significantly affect the per-
formance, in comparison to RUN1.

5 Conclusions

In this study, we conducted a series of ex-
periments and explorations for named entity
recognition (NER) task. Initially, we selected
PERT as the baseline model since it outper-
formed other pre-trained models on Health-
NER corpus. Subsequently, we further im-
proved PERT model by incorporating Condi-
tional Random Fields (CRF) layer, achieving
the highest F1 scores among other architec-
tures and loss function. Furthermore, our pro-
posed strategies involving the construction of
Entity Association Groups and the merging of
entities were validated to enhance model per-
formance.

Additionally, we investigated the impact of
various data augmentation strategies on model
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performance. Through methods such as en-
tity replacement and sentence paraphrasing
using GPT, we observed improvements in F1
scores. However, employing GPT for sentence
paraphrasing requires further adjustments to
achieve more pronounced effects.

The study presents a comprehensive
and systematic approach encompassing pre-
trained model selection, data point correc-
tion, entity relationship construction, merging
strategies, and data augmentation techniques.
These efforts contributed to our team’s first-
place achievement in the ROCLING 2023
competition, attaining an F1 score of 69.55
(RUN2). The outcomes of the three submis-
sions and official baseline result are presented
in Table 10. The official baseline used BERT-
BiLSTM-CRF as their model. The main dif-
ference between our model and the baseline
is that we did not add the BiLSTM layer in
the middle of our embedding model and CRF
layer since the self-attention mechanism in the
transformer-like architecture already consid-
ered the relationship between each word in the
sentence.

P R F1
RUN1 71.14 | 67.64 | 69.28
RUN2 72.35 | 67.08 | 69.55
RUN3 72.55 | 66.27 | 69.22
Official Baseline - - 68.13

Table 10: Evaluation scores for the three ex-
perimental results in the ROCLING 2023 com-
petition. (P:Precision, R:Recall, F1:F1 score)
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