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Preface

The second workshop on resources and representations for under-resourced language and domains was
held in Toérshavn, Faroe Islands on May 22nd, 2023. The workshop was conducted in a physical setting,
allowing for potential hybrid participation.

Continuing with the aim of the first edition in 2020, RESOURCEFUL explored the role of the kind and
the quality of resources that are available to us, as well as the challenges and directions for constructing
new resources in light of the latest trends in natural language processing. The workshop has provided
a forum for discussions between the two communities involved in building data-driven and annotation-
driven resources.

Data-driven machine-learning techniques in natural language processing have achieved remarkable per-
formance (e.g., BERT, GPT, ChatGPT) but the secret of their success is large quantities of quality data
(which is mostly text). Interpretability studies of large language models in both text-only and multi-modal
setups have revealed that even in cases where large text datasets are available, the models still do not cover
all the contexts of human social activity and are prone to capturing unwanted bias where data is focused
towards only some contexts. A question has also been raised whether textual data is enough to capture

semantics of natural language processing, or whether other modalities such as visual representations or
a situated context of a robot might be required. Annotation-driven resources have been constructed over
years based on theoretical work in linguistics, psychology and related fields and a large amount of work
has been done both theoretically and practically. They are valuable for evaluating data-driven resources
and for improving their performances.

The call for papers for RESOURCEFUL 2023 requested work on resource creation, representation lear-
ning and interpretability in data-driven and expert-driven machine learning setups and both uni-modal
and multi-modal scenarios. We invited both archival (long and short papers) and non-archival submis-
sions.

In the call for papers we invited students, researchers, and experts to address and discuss the following
questions:

* What is relevant linguistic knowledge the models should capture and how can this knowledge be
sampled and extracted in practice?

* What kind of linguistic knowledge do we want and can capture in different contexts and tasks?

* To what degree are resources that have been traditionally aimed at rule-based natural language
processing approaches relevant today both for machine learning techniques and hybrid approaches?

* How can they be adapted for data-driven approaches?

* To what degree data-driven approaches can be used to facilitate expert-driven annotation?
* What are current challenges for expert-based annotation?

* How can crowd-sourcing and citizen science be used in building resources?

¢ How can we evaluate and reduce unwanted biases?

In total 21 submissions were received of which 19 were archival submissions. The programme committee
(PC) consisted of 21 members (excluding the 12 program chairs), who worked as reviewers. Based on
the PC assessments regarding the content, and quality of the submissions, the program chairs decided to
accept 16 submissions for presentation and publication. Together with the 2 non-archival submissions we
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devised a programme consisting of & talks and /0 posters. The accepted submissions covered topics about
working with specific linguistic characteristics, investigating and analysing specific aspects of languages
or contexts, exploiting methods for analysing, and exploring and improving the quality and quantity of
low-resourced and medium-resourced languages, domains and applications.

The topics presented in the accepted submissions resulted in the emergence of the following themes and
questions for the panel discussion:

1. Exploration of linguistic characteristics and features of language-related topics in specific langua-
ges (Danish, Norwegian, Okinawan, Sakha, Sign Language, Spanish, Swedish, and Uralic)

* What are the current challenges for expert-based annotation, and how can data-driven ap-
proaches facilitate this process?

2. Development of datasets or models for linguistic analysis and NLP tasks (automatic speech re-
cognition, corpus and lexicon construction, language transfer, parallel annotations, part-of-speech
tagging, prediction/generation of gaze in conversation, sentiment and negation modelling, and
word substitution)

* What strategies can be implemented to improve specific tasks with no training data available?
How can we ensure fairness and inclusivity?
* How can we assess the biases present in created datasets, and inform users about these biases?
3. Understanding the impact of technologies and resources within specific contexts (English and

multilingual models for Swedish, parallel annotations for European languages, and universal de-
pendencies treebanking)

* How can multilingual approaches be effectively utilised in building linguistic resources, and
what are their contributions to resource development?

Completing the programme are two invited keynote speakers with a strong connection to, on the one
hand, data-driven methods by Jorg Tiedemann (University of Helsinki, Finland) and, on the other hand,
expert-driven annotations by Darja Fiser (Institute of Contemporary History, Ljubljana, Slovenia).

Words of appreciation and acknowledgment are due to the program committee, the local NoDaLiDa
organisers, and the OpenReview.

The RESOURCEFUL program chairs
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Keynote Talk: Democratizing Machine Translation with
OPUS and OPUS-MT

Jorg Tiedemann
University of Helsinki, Helsinki, Finland

Abstract: The demand for translation is ever growing and this trend will not stop. Being able to ac-
cess the same kind of information is a fundamental prerequisite for equality in society and translation
plays a crucial role when fighting discrimination based on language barriers. Efficient tools and a better
coverage of the linguistic diversity in the World are necessary to cope with the amount of material that
needs to be handled. Our mission is to support the development of high quality tools for automatic and
computer-assisted translation by providing open services and resources that are independent of commer-
cial interests and profit-driven companies. Equal information access is a human right and not only a
privilege for people who can pay for it. In this talk I will discuss the current state of OPUS-MT, our pro-
ject on open neural machine translation and the challenges that we try to tackle with multilingual NLP,
transfer learning and data augmentation. I will report about on-going work on knowledge distillation, the
creation of compact models for real-time translation and our work on modularization of neural MT.

Bio: Jorg Tiedemann is professor of language technology at the Department of Digital Humanities at the
University of Helsinki. He received his PhD in computational linguistics for work on bitext alignment and
machine translation from Uppsala University before moving to the University of Groningen for 5 years
of post-doctoral research on question answering and information extraction. His main research interests
are connected with massively multilingual data sets and data-driven natural language processing and he
currently runs an ERC-funded project on representation learning and natural language understanding.
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Keynote Talk: The Role of the CLARIN Research
Infrastructure in the Era of Data-Intensive Language Studies

Darja Fiser
Institute of Contemporary History, Ljubljana, Slovenia

Abstract: Advances in digitization and datafication have been transformative for linguistics and other
disciplines that work with language materials. This has increased the need for research infrastructures
that supports the development, documentation, archiving, dissemination, reuse and citation of language
resources and tools which is prerequisite for verifiable and reproducible research. In this talk I will pre-
sent the recent achievements and ongoing work of the CLARIN research infrastructure which is based on
the Open Science paradigm and FAIR data principles. It provides easy and sustainable access to digital
language data and offers advanced tools to discover, explore, annotate, analyse, and combine such data-
sets, wherever they are located. This is enabled through a networked federation of centres: language data
repositories, service centres, and knowledge centres with single sign-on access for all members of the
academic community in all participating countries. Tools, data and metadata from different centres are
interoperable so that data collections can be combined and tools from different sources can be chained to
perform operations at different levels of complexity.

Bio: Darja FiSer is Executive Director of CLARIN. She has a background in corpus linguistics and lan-
guage resource creation. She has been Associate Professor at the Faculty of Arts, University of Ljubljana,
since 2019, Senior Research Fellow at the Institute of Contemporary History since 2021, and is leading
the new national research programme for Digital Humanities in Slovenia. She is also serving as a member
of the Scientific Advisory Board of the Austrian Centre for Digital Humanities at the Austrian Academy
of Sciences, the National Interdisciplinary Research E-Infrastructure for Bulgarian Language and Cultu-
ral Heritage Resources and Technologies, and the Czech National Corpus research infrastructure of the
Institute of the Czech National Corpus at Charles University.
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Ableist Language Teching over Sign Language Research

Carl Borstell
Dept. of Linguistic, Literary and Aesthetic Studies (LLE)
University of Bergen (UiB)
carl.borstell@uib.no

Abstract

The progress made in computer-assisted linguis-
tics has led to huge advances in natural language
processing (NLP) research. This research of-
ten benefits linguistics in a broader sense, e.g.,
by digitizing pre-existing data and analyzing ever
larger quantities of linguistic data in audio or vi-
sual form, such as sign language video data using
computer vision methods. A large portion of re-
search conducted on sign languages today is based
in computer science and engineering, but much
of this research is unfortunately conducted with-
out any input from experts on the linguistics of
sign languages or deaf communities. This is ob-
vious from some of the language used in the pub-
lished research, which regularly contains ableist
labels. In this paper, I illustrate this by demon-
strating the distribution of words in titles of re-
search papers indexed by Google Scholar. By do-
ing so, we see that the number of tech papers is
increasing, while the number of linguistics papers
is (relatively) decreasing, and that ableist language
is more frequent in tech papers. By extension, this
suggest that much of the tech-related work on sign
languages — heavily under-researched and under-
resourced languages — is conducted without col-
laboration and consultation with deaf communities
and experts, against ethical recommendations.

1 Introduction

Sign language linguistics is a young field, with its
inception in the 1960s (McBurney, 2012). Due to
the modality of sign languages, using the visual
channel for linguistic signals, storing data of sign-
ing in its true form has only been possible for as
long as video recording has been possible. The
analysis of large-scale sign language datasets has
consequently relied on an increase in digital stor-
age capacity, and even more recent advances in

1

computer vision and Al technology have led to a
growing interest in analyzing sign languages using
methods from computer science and natural lan-
guage processing (NLP) (Bragg et al., 2019, 2021;
Yin et al., 2021; Shterionov et al., 2022).

However, while bias and ableism are discussed
in NLP and AI research more broadly (Bender
et al.,, 2020; Shew, 2020; Hassan et al., 2021;
Kamikubo et al., 2022), a substantial part of the
research on sign languages in these fields is con-
ducted without including or consulting deaf com-
munities and experts. Such inclusive collabora-
tion is crucial for ethical research on sign lan-
guages and their communities (Harris et al., 2009;
Kusters et al., 2017; Hill, 2020; De Meulder, 2021;
Hochgesang, 2021b; Hochgesang and Palfreyman,
2022; SLLS), and research without it can easily
lead to useless, exploitative and even damaging
outcomes, despite good intentions. Shew (2020,
43) introduces the term technoableism, defined as
the “rhetoric of disability that at once talks about
empowering disabled people through technologies
while at the same time reinforcing ableist tropes
about what body-minds are good to have and who
counts as worthy”, which in the context of deaf
people can be the development of technical tools
— e.g., hearing aids, “sign language gloves” and
signing avatars — without consulting the intended
users about whether such tools are even wanted
(see Hill, 2020).

One key identifier of sign language research be-
ing conducted without consideration for, and in-
put from, deaf communities and experts is the use
of ableist language in the research itself, which
sign language linguists observe frequently in pub-
lished papers. The term ableist language is used
here to mean language referring to disabled peo-
ple — in this paper particularly deaf and hard-of-
hearing people — from the perspective of abled
people, equating disabled with ‘deficient’. In this
paper, ableist language refers specifically to words

Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
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or phrases used as labels or descriptors of deaf and
hard-of-hearing people — NB: these offensive la-
bels will be mentioned explicitly in this paper. In
the context of deaf and hard-of-hearing communi-
ties, particularly those in North America and Eu-
rope, labels such as “deaf-mute”, “deaf and dumb”
and “hearing impaired” are considered ableist and
offensive. The terms listed here are generally con-
sidered ableist and offensive in English, although
the direct translations into other languages may be
judged differently by the local deaf community.

One specific paper on sign language technol-
ogy garnered some attention after heavy criticism
due to the offensive, ableist language used in it.
The criticism was outlined in an open letter to the
publisher — signed by over 100 academics, pro-
fessionals and community members — questioning
the decision to publish work with highly offen-
sive, ableist language in its title, and resulted in the
publisher officially retracting the paper (Hochge-
sang, 2021a). Nonetheless, sign language research
papers containing ableist language continue to be
published, which is evident from notifications of
new publications in the field from services such
as Google Scholar Alerts. Thus, in this paper, I!
look at the impact of tech-related fields on current
sign language research, and how it correlates with
ableist language, using data from Google Scholar
and Google Scholar Alerts.

2 Method

The data for this paper come from two overlap-
ping sources: 1) Google Scholar’s online search
interface and 2) Google Scholar Alerts email noti-
fication service. I, the author, have had a Google
Scholar Alerts notification for the term “sign lan-
guage” since October 2017, and the data spans all
Google Scholar Alerts from October 6, 2017 to
February 27, 2023. The email data is also put in
an overall context compared to data on sign lan-
guage papers searched through the online Google
Scholar interface, searched systematically by an-
nual intervals from 2012 to 2022.

2.1 Searching Google Scholar

To obtain rough figures of sign language publica-
tions indexed in Google Scholar, the online inter-
face was searched on March 10, 2023 for "sign

'1, the author, am a hearing, signing linguist from — and
currently based in — Scandinavia, working mainly on the lin-

guistic structure and use of sign languages using quantitative
methods.

language" for each year as the defined search
interval, from 2012 to 2022 — see Table 1.

Year Papers
2012 10700
2013 12300
2014 12600
2015 12800
2016 13 600
2017 14 600
2018 15100
2019 16400
2020 17 000
2021 19 000
2022 18700
Total 162 800

Table 1: Number of papers on Google Scholar
matching “sign language”, from 2012 to 2022.

These numbers thus constitute the total number
of papers on sign language per year, which
were then complemented by a delimited search
per year using the operator “+” and one of the
keywords "ai", "computer" and "glove"
(for tech-related papers) and "grammar",
"linguistics" and "morphology" (for
linguistics-related papers). A broad search for
the entire span 2012 to 2022 was also conducted
using the search strings ["sign language"
+ "computer" -"linguistics"] and
["sign language" + "linguistics"
—"computer"], each with one of the additional
words "deaf-mute" and "dumb", prefixed
with “+” or “-”, to see the proportion of papers
including (or not) these two ableist terms. I
deliberately chose these two ableist terms, as
they are specifically targeting deaf and hard-of-
hearing people and are the most overtly offensive.
Additional terms that can be considered ableist,
such as “(ab)normal” or “impair(ed|ment)”, are
harder to know if they are in fact referring to
deaf or hard-of-hearing people, or at all refer-
encing disabilities (e.g., “normal distribution” in
statistics). However, such additional terms are
included in the Google Scholar Alerts analysis
(see Section 2.2), where it is possible to also
conduct a manual check of their use.

2.2 Processing Google Scholar Alerts

The Google Scholar Alerts emails were down-
loaded, processed and analyzed using R 4.2.2



(R Core Team, 2022) and the packages rvest
(Wickham, 2022), scales (Wickham and Seidel,
2022), tidytext (Silge and Robinson, 2016)
and tidyverse (Wickham et al., 2019). In total,
832 notification emails were processed, extracting
the titles of each listed paper, resulting in a total of
8368 papers — see Table 2.

Year Papers
2017 360
2018 1488
2019 1500
2020 1710
2021 1509
2022 1556
2023 245
Total 8368

Table 2: Number of papers from Google Scholar
Alerts for “sign language”, from October 6, 2017
to February 27, 2023.

Each paper title was scanned for keywords to
annotate them as tech if the title string matched
any substring in

("1 Yai(s| )|

("1 Japp($| I|s|lication) |
android|arduino|artificial]|
automat |cnn| comput |controller|
convert |convolutional |deep]|
devicel|glove|

(T INNOmLSINN=T [\\)) |
machine|neural |nlp|python|
raspberry|recognition]|
real-time|sensor|software]|
system|tech|tensorflow|

to( |\\-)text|to( |\\-)speech]|

transformer|tool|virtual]

vocaliz|wearable

and linguistics if the title matched any substring
in
claus(alle) |communica]
conversation|corpus |
discourse|gramma (r|tic) |
iconic|interaction]|
linguist |morpholog]|
neuroling|object |
phon (eticlolog) |psycholing]|
semantic|socioling|
subject|synta(x|ct)
and each paper was labeled as ableist if the title
matched any of the following substrings:

abnormal| normal ($] ) |
(and |and|deaf|\\-| )mute|
dumb ($] )| ( |-)impair

It should be noted here that this search method
is crude and it is possible that some titles catego-
rized as ableist are in fact using the terms metalin-
guistically, problematizing the terms rather than
using them unquestioned. However, it might be
expected that the metalinguistic use of ableist lan-
guage would be higher in papers relating to dis-
course analysis, social anthropology and disabil-
ity studies, which are arguably closer to the hu-
manities side of linguistics than computational ap-
proaches. Any matches for ableist terms were thus
manually checked after the automated identifica-
tion.

3 Results
3.1 Google Scholar

Looking first at the search results from the Google
Scholar online interface, we can see from Fig-
ure 1 (as well as Table 1) that the absolute num-
ber of papers found using the search the term
"sign language" is increasing steadily over
the years from 2012 to 2022.> Using the total
number of sign language papers as the baseline,
we can compare the detailed search terms includ-
ing also terms for concepts associated with tech
or linguistics in Figure 2. Though not mutually
exclusive, it is worth noting that in 2022, about
half of the papers with "sign language" also
contained "computer", whereas around a quar-
ter contained "1inguistics". From Figure 2,
we can observe that whereas a term such as "ai™"
(i.e. artificial intelligence) is clearly increasing in
the past five years with regard to the proportion of
indexed sign language papers overall that contain
the term, words associated with linguistics such as
"grammar" and "morphology" appear to be
decreasing relative to the total number of papers.
Combining the search term "sign
language" with an additional search term
"computer" or "linguistics" (mutually
exclusive), with one of two well-known ableist
terms either included or excluded, we can see
from Figure 3 that a much larger proportion of pa-
pers including "computer" will simultaneously
use an ableist term, compared to papers including
2Since the search was done in the first quarter of 2023, it is

possible that some papers for 2022 had not yet been indexed
and that the slight drop for 2022 may not be accurate.
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Figure 1: Number of papers indexed by Google Scholar in the years 2012 to 2022 found with the search
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Figure 2: Proportion of papers indexed by Google Scholar in the years 2012 to 2022 found with the
search term “‘sign language” and additional terms relating to tech or linguistics.

"linguistics". As many as 12% of the
papers found searching "sign language" +
"computer" simultaneously include the highly
ableist term "dumb" (as in “deaf and dumb”),
while papers that involve "1inguistics" (but
not "computer") only have around half of
that proportion of papers with this ableist term.
While it should be remembered that these terms
in some cases may be used metalinguistically
rather than referentially/generically, this does
not explain why "computer" papers are more
likely to include ableist terms. Rather, it is likely
that the skewed distribution reflects a difference
in whether or not the authors are aware of the
fact that these terms are considered ableist and
offensive.

3.2 Google Scholar Alerts

We now turn to the Google Scholar Alerts data,
which involves 8368 papers listed in 832 notifi-
cation emails (in digest form) from October 6,

2017 to February 27, 2023. Figure 4 shows the
total number of papers per year from 2018 to
2022 (excluding 2017 and 2023 as incomplete
years). From this, we can see that there has been a
fairly even number of papers listed for the Google
Scholar Alerts notification for “sign language”,
with around 1500 papers annually. Comparing this
to the proportion of papers with either tech- or lin-
guistics-related terms in the titles, we can see that
whereas tech-related papers appear to be on the
rise in both absolute and relative numbers (Fig-
ure 5), linguistics-related papers show the opposite
trend, generally decreasing over time (Figure 6).
These numbers can be directly compared to Fig-
ure 7, which shows the proportion and number of
titles containing ableist words, indicating a slow
increase over time from 2017 to 2023. These re-
sults, also shown in Table 3, in themselves sug-
gest that there is a correlation between the in-
crease of tech-related papers and the number of
ableist titles, and simultaneously an inverse corre-
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Figure 3: Number and proportion of papers indexed by Google Scholar in the years 2012 to 2022 found
with the search term “sign language” with either “computer” or “linguistics” as added term (mutually
exclusive) and including one of two well-known ableist terms.

lation between the decrease in linguistics-related
papers and the number of ableist titles. While cor-
relation does not imply causation, we can look at
the direct overlap of titles containing ableist words
and their categorization as either tech, linguistics,
both (in case a title is simultaneously categorized
as tech and linguistics) and no label (categorized
as neither tech nor linguistics). Here, Figure 8
shows that tech-related papers are responsible for
almost half of all observed titles using ableist lan-
guage — the rest mostly being papers categorized
as no label, meaning the titles do not contain any
overtly tech- nor linguistics-associated words, but
could still be either or both. Among these, Ta-
ble 4 shows the frequency distribution of ableist
words identified. The most commonly used word
that can be considered ableist is impair* (includ-
ing word forms like impaired, impairment, etc.).
While this word is still readily used in many con-
texts (e.g., medical literature), it is generally con-
sidered ableist due to its direct reference to “defi-
ciency” in relation to a default “normal”.

Year Total Tech Linguistics Ableist
2017 360 102 53 14
2018 1488 458 223 54
2019 1500 464 195 66
2020 1710 548 259 75
2021 1509 576 184 74
2022 1556 666 139 59
2023 245 124 20 21

Table 3: Number of papers from Google Scholar
Alerts for “sign language” from October 6, 2017
to February 27, 2023 that can be labeled as tech
and/or linguistics and/or contain ableist words.

Word Tokens
impair* 270
dumb 48
mute 42
(ab)normal 11
Total 371

Table 4: Frequency of ableist words in paper titles
listed in Google Scholar Alerts emails from Octo-
ber 6, 2017 to February 27, 2023.

However, it is possible that this method of iden-
tifying ableist words and categorizing topics is
not entirely accurate. For example, as discussed
earlier, there could be cases of ableist terms be-
ing used metalinguistically, or that there are in-
correct classifications of topics due to the key-
words not covering all cases. The latter case is
undoubtedly true, since Figure 8 showed a sub-
stantial portion of ableist titles categorized as no
label (i.e. no topic keywords identified). Thus, I
manually annotated the 363 titles that were iden-
tified as containing ableist titles with respect to
three features: 1) whether the title contained an
ableist term in an offensive way; 2) whether the ti-
tle was correctly identified as tech; 3) whether the
title was correctly identified as linguistics. An at-
tempt was also made to categorize no label-titles
into a named category. In this manual annotation,
eight titles were removed due to formatting incon-
sistencies, for example if journal names or partial
abstracts had been parsed incorrectly as part of the
title, and the ableist term had only been identified
outside the actual title. In the remaining 355 ti-
tles, 97.7% (n=347) had been correctly identified
as directly ableist, the other eight being used ei-



ther metalinguistically/critically (n=1) or in bor-
derline cases involving other medical terminology
(n=7). 89% of the titles automatically categorized
as tech, and 83.6% of the titles automatically cat-
egorized as linguistics, were confirmed as such by
the manual annotation. Thus, the manual annota-
tion reveals that the automated process is fairly ac-
curate, and that the non-ableist uses of the selected
terms are very marginal. In the manual annotation,
all uncategorized (i.e. no label) cases were as-
signed a category. This manual re-categorization
is shown in Figure 9, which illustrates that tech-
related papers constitute the majority of titles with
ableist terms, followed by education, health (e.g.,
public health research as well as psychology and
medical studies) and other (e.g., acoustics, law,
sociology). Figure 10 further corroborates this
point, illustrating that 6—7% of papers categorized
as tech-related contain ableist language in their ti-
tles, compared to around 3% of papers categorized
as no tech. This clearly demonstrates a pattern
of tech-related sign language papers being more
likely to contain ableist language, based solely on
the titles of the paper themselves, without even
looking at the text content of the papers.

4 Discussion

Sign language linguistics is a young field (McBur-
ney, 2012) and sign languages are both under-
researched and under-resourced. Part of the under-
resourced issue can be attributed to the visual
modality and that technical advances were needed
before the recording and analysis of sign language
data became possible, but is also likely a result of
their minoritized and marginalized status. In the
past decade, the number of lexical databases and
corpora for various sign languages has exploded
(Fenlon and Hochgesang, 2022; Kopf et al., 2022).
Additionally, there are ongoing efforts to include
sign languages in the building of NLP and other
language technology resources (Bragg et al., 2021;
Yin et al., 2021; Morgan et al., 2022; Shterionov
et al., 2022), although there are still many obsta-
cles to overcome before achieving, e.g., machine
translation of sign languages (Jantunen et al.,
2021). While there is current NLP and language
technology work that is being conducted ethically,
by and in direct collaboration with deaf experts
and stakeholders, in accordance with the ethical
standards for research on deaf communities and
sign languages (cf. Harris et al., 2009; De Meul-

der, 2021; Leeson et al., 2021; Hochgesang and
Palfreyman, 2022), this paper has illustrated that
much of the recent and ongoing work involving
technical approaches to sign language research is
ignorant of basic nomenclature in the context of
deaf communities and their languages. By exten-
sion, the use of ableist language in scientific re-
porting does not instill confidence that the research
itself, and resources and tools stemming from it,
will be of any higher quality. This is because
without engaging with and involving deaf scholars
in the process of developing language resources,
the input of deaf experiences and expertise is left
out (cf. Kusters et al., 2017), which often leads to
tools and solutions that are not acceptable or even
wanted by the deaf community (see Hill, 2020;
De Meulder, 2021), often summarized by a col-
lective outcry of not another sign language glove
(cf. Hochgesang, 2021a).

Unfortunately, many technical applications that
target deaf and hard-of-hearing people — as well
as other disabled people — often consitute a type
of ableism labeled technoableism, in which so-
called “solutions” that, while they may be well-
intentioned, are rooted in ideas of “fixing” or
“mending” any differences from the norm, regard-
less of whether those solutions are practical or re-
quested by the target group (Shew, 2020). Similar
questioning of normativity in language use and the
study of language has been raised within linguis-
tics in a broader sense (Cheng et al., 2021; Hen-
ner and Robinson, 2021; Namboodiripad and Hen-
ner, 2022), and feeds into the more narrow ques-
tion of language technology and resources, both in
terms of biases present in the underlying datasets
(Kamikubo et al., 2022) and in terms of who is de-
veloping the technology and for whom (Hill, 2020;
De Meulder, 2021; Leeson et al., 2021).

The results of this paper illustrate that many of
the language resources and tools that are being de-
veloped for sign languages — which are all still
very much under-studied and under-resourced lan-
guages — are likely developed without direct input
from the stakeholders, and without sufficient back-
ground in the history and ethics of sign language
research, as is evidenced by ableist language use.
Besides being harmful, this also leads to a distrust
in the usability of such tools and resources, and
potentially also difficulties in finding and funding
the quality work due to the overwhelming increase
in publications and resources being developed.
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Figure 4: Number of papers listed in Google Scholar Alerts emails for the term “sign language” from
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Figure 5: Number and proportion of papers listed

in Google Scholar Alerts emails for the term “‘sign

language” from October 6, 2017 to February 27, 2023 with titles containing words identified as tech.
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Figure 6: Number and proportion of papers listed in Google Scholar Alerts emails for the term “sign lan-
guage” from October 6, 2017 to February 27, 2023 with titles containing words identified as linguistics.

5 Conclusion

In this paper, I have shown how ableist language
in publications on sign languages correlates with
tech-related research. Besides being offensive in
itself, thus leading to further oppression of deaf
and disabled people, it suggests a low level of
awareness of the actual wants and needs of deaf
communities when it comes to technology, and

reinforces biases of both researchers (in terms of
who is involved) and their output (in terms of re-
sources and applications). Researchers working
on developing language resources for any group,
but particularly marginalized ones, should at the
very least be expected to have enough knowledge
and awareness about the context and history of
the group to not reinforce offensive and oppressive
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Figure 8: Number of papers listed in Google
Scholar Alerts emails for the term “sign language”
from October 6, 2017 to February 27, 2023 with ti-
tles containing words identified as ableist by topic.
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Figure 9: Number of papers listed in Google
Scholar Alerts emails for the term “sign lan-
guage” from October 6, 2017 to February 27, 2023
with titles containing words manually identified as
ableist by topic.

language use, but ideally also work in direct con-
sultation and collaboration with the community in
question. This has been outlined by many schol-
ars advocating for inclusive and ethical research
(e.g. Harris et al., 2009; Hill, 2020; De Meulder,
2021; Hochgesang, 2021b; Hochgesang and Pal-

Ableist titles in Google Scholar
Alerts for "sign language"

Percentage of titles containing ableist words by topic
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Figure 10: Proportion of papers listed in Google
Scholar Alerts emails for the term “sign language”
from October 6, 2017 to February 27, 2023 with ti-
tles containing words identified as ableist by topic
divided into tech vs. no tech based on keywords in
the titles, using both automated and manual meth-
ods of categorizing paper titles.

freyman, 2022), and among these, De Meulder
(2021, 18) directly addresses researchers develop-
ing sign language technology, encouraging them
to always ask themselves the question “who is the
language technology for, and why?”
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Abstract

In this paper, we present the newly com-
piled DA-ELEXIS Corpus, which is one of
the largest sense-annotated corpora avail-
able for Danish, and the first one to be an-
notated with the Danish wordnet, DanNet.
The corpus is part of a European initiative,
the ELEXIS project, and has correspond-
ing parallel annotations in nine other Eu-
ropean languages. As such it functions as
a cross-lingual evaluative benchmark for a
series of low and medium resourced Euro-
pean language. We focus here on the Dan-
ish annotation process, i.e. on the anno-
tation scheme including annotation guide-
lines and a primary sense inventory con-
stituted by DanNet as well as the fall-back
sense inventory namely The Danish Dic-
tionary (DDO). We analyse and discuss
issues such as out of vocabulary (OOV)
problems, problems with sense granular-
ity and missing senses (in particular for
verbs), and how to semantically tag mul-
tiword expressions (MWE), which prove
to occur very frequently in the Danish
corpus. Finally, we calculate the inter-
annotator agreement (IAA) and show how
IAA has improved during the annotation
process. The openly available corpus con-
tains 32,524 tokens of which sense an-
notations are given for all content words,
amounting to 7,322 nouns, 3,099 verbs,
2,626 adjectives, and 1,677 adverbs.

1 Introduction

Even today in the era of neural language mod-
els, high-quality, sense-annotated corpora that are
openly accessible prove to be highly requested for
the training and evaluation of semantically related
NLP tasks, in particular tasks such as word sense
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disambiguation (WSD) and natural language un-
derstanding (NLU).

In spite of numerous initiatives in the field dur-
ing the last decades, such corpora are still in short
supply for many lower-resourced languages, in-
cluding to some extent the Nordic languages. Two
main factors lie at the root of this scarcity:

* Freely available sense inventories (vis-a-vis
dictionaries) with a suitable level of sense
granularity are often not readily available for
the task.

* Even with a suitable sense inventory avail-
able, the annotations are extremely costly to
compile since they require substantial man-
power, preferably from experienced linguists
or lexicographers.

The former factor plays a particularly important
role, since most curated dictionaries are not open
for such use in practice, and since those that are
available, may not be well-suited for several rea-
sons.

We present here the DA-ELEXIS Corpus,
which is one of the largest sense-annotated cor-
pora available for Danish, and the first one to be
annotated with the Danish wordnet, DanNet (Ped-
ersen et al., 2009). The corpus is compiled as
part of a larger European initiative, the ELEXIS
project, (Krek et al., 2018) and corresponding par-
allel annotations have taken place in nine other Eu-
ropean languages. As such it functions as a cross-
lingual evaluative benchmark for a series of low
and medium resourced European language. For a
preliminary presentation of the design of the joint
initiative, cf. Martelli et al. (2021). The initiative
was led by The Artificial Intelligence Laboratory,
Jozef Stefan Institute in Ljubljana and the Depart-
ment of Computer Science, Sapienza University
of Rome; each language group was, however, re-
sponsible for their own annotation procedures and
sense inventories.
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In this paper, we focus mainly on the Danish an-
notation process, including the Danish annotation
scheme and the issues that arose during annotation
with regards to calibration and agreement among
annotators etc. The corpus is freely available and
can be downloaded from CLARIN, www.clarin.si
under a CC-BY-SA 4.0 license.

The paper is structured as follows: In Section 2
we give an account on related work, and in 3 we
present the corpus and its annotation layers previ-
ous to the semantic annotation and provide exam-
ples where specific Danish adjustments were re-
quired. Section 4 discusses the Danish sense in-
ventories applied for the task, and in Section 5
we describe the annotation process in more de-
tail, whereas Section 6 discusses issues on inter-
annotator agreement of the annotations. Finally,
in Section 7, we conclude and discuss potential fu-
ture investigations and development.

2 Related Work

Since the early days of SemCor (Landes et al.,
1998), which is one of the first sense-annotated
corpora for English based on the Princeton Word-
Net sense inventory (Fellbaum, 1998), there has
been a continuous request in the NLP community
for sense-annotated corpora for the world’s lan-
guages.

Hence, semantic annotation projects have been
carried out for a variety of languages; some are
based on purely monolingual grounds, while oth-
ers have adopted different kinds of multilingual
approaches. Petrolito and Bond (2014) provides
an overview of SemCor corpora and other corpora
annotated with wordnets for different languages,
and Bentivogli and Pianta (2005) provides more
detail on the multilingual SemCor approaches.
The Ontonotes corpus (Weischedel et al., 2011)
which comprises English, Chinese and Arabic,
also uses wordnet as a starting point for its sense
annotations of the English part whereas the Chi-
nese and Arab parts base the sense annotations on
various lexical sources.

Newer initiatives experiment with semi-
automatic approaches to sense annotation in order
to overcome the scarcity of such data sets, among
others the OneSec corpora created by Scarlini
et al. (2020) in five languages, namely English,
French, German, Italian, and Spanish. These
corpora consist of Wikipedia texts with between
1.2 and 8.8 M sense annotations of nouns per
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language.

If we look into the Scandinavian languages,
the Swedish Eukalyptus corpus (Johansson et al.,
2016) is a sense annotated corpus of 100,000 to-
kens annotated with the senses from the SALDO
lexicon (Borin et al., 2013), a Swedish lexical-
semantic resource based on a concept of ’cen-
trality’ instead of being based on the hyponymy
relation, which is a central organisational rela-
tion in wordnets. For Norwegian, sense tagging
has mostly focused on named entity tags, see e.g.
(Jgrgensen et al., 2019) whereas a SemCor-like re-
source does not exist to the best of our knowledge.

In the case of Danish, there have been but a
few previous initiatives concerned with sense an-
notation. Pedersen et al. (2016) presents the Sem-
Dax Corpus, which comprises 86,786 tokens, of
which the 34,421 content words are sense anno-
tated. It is important to notice, however, that the
sense inventory applied in SemDaX refers to the
so-called supersense inventory, which is a very
coarse-grained, multilingual sense inventory de-
rived from the list of WordNet’s first beginners
or lexicographical files — corresponding roughly
to top-ontological types. In contrast, the DA-
ELEXIS Corpus applies a fully-fledged sense in-
ventory derived from monolingual sources, as we
will describe in more detail below.

3 The Corpus and its Annotation Layers

DA-ELEXIS consist of 2024 sentences that were
extracted from WikiMatrix3 (Schwenk et al.,
2019). WikiMatrix3 is an immense open-access
collection of parallel sentences derived from
Wikipedia covering a diverse set of technical do-
mains from this resource. The WikiMatrix Corpus
overall covers Wikipedia articles in 96 languages,
resulting in 1620 language pairs. The ELEXIS
sense-annotated parallel corpora have been ex-
tracted from this collection for 10 European lan-
guages, namely Bulgarian, Danish, Dutch, En-
glish, Estonian, Hungarian, Italian, Portuguese,
Slovene, and Spanish (Martelli et al., 2021). Only
sentences in English with a counterpart in one
of the other nine languages were extracted from
WikiMatrix, and missing translations were either
retrieved automatically and validated manually or
translated manually.

To ensure that the sense annotation (also for
multiword entities (MWEs)) can be performed in
a flexible and consistent way, the ELEXIS corpus



contains a total of five annotation layers, four of
which are completed prior to the sense annotation:

* atokenisation layer

* a sub-tokenisation layer

* a lemmatisation layer, and
* a POS tagging layer

These first four layers were annotated automati-
cally following the Universal Dependency guide-
lines for each language and afterwards checked
manually. See Martelli et al. (2021) for a more de-
tailed account of this annotation process. In other
words, before getting to the semantic annotation,
several adjustments and decisions needed to take
place for each language.

A challenge for Danish was how to deal with
compounds, which, as for most Germanic lan-
guages, are quite common and relatively dynam-
ically generated, and more importantly: they are
written as a single word. We adopted the ap-
proach that conventionalized compounds found
either in DanNet or in The Danish Dictionary
(henceforth DDO) (Hjorth and Kristensen, 2003)
should be kept as such, while compounds not
found in any of these resources should be split
into lemmas included in the resources, in order
to enable them to be semantically tagged. When
splitting compounds with a binding element, e.g.
‘s’ in forsggsperiode (Ctrial period’), it was de-
cided to keep the binding element during the sub-
tokenisation and POS-tagging phase and to finally
remove it in the lemmatization phase.

In several other cases, decisions were required
at the POS-tagging level in order to facilitate the
semantic tagging. For example in cases when par-
ticiples are used as adjectives. Participles with ad-
jective entries in the dictionary were lemmatised
as such, e.g. udstrakt (’outstretched’, fig: ’exten-
sive’), while those that had only verb entries in the
dictionary were lemmatised as verbs, e.g. samlede
(Cassembled’, fig: ’total’).

4 Sense Inventories for the Danish
Annotation

The sense inventory applied for the annotation, is
mainly constituted by the DanNet resource' (Ped-

'Link to the DanNet resource: https:
//repository.clarin.dk/repository/xmlui/
handle/20.500.12115/24
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ersen et al., 2009), which is an open-source word-
net compiled semi-automatically on the basis of
DDO.

DanNet covers 70,000 Danish lemmas and in-
cludes approximately half of the DDO senses from
the first, printed edition of the dictionary, mainly
from nouns and verbs. It contains a slightly sim-
plified sense inventory, where some DDO senses
are collapsed into one when they have been con-
sidered very close in meaning. Senses are organ-
ised in synonym sets, each one called a synset,
which constitute the basic building blocks in a
standard wordnet, cf. Fellbaum et al. (eds) 1998.
DanNet has taken over the sense definitions and
usage examples from DDO, but due to copyright
retrictions, definitions are given in an abbreviated
form where only the first 50 characters are repre-
sented.

In contrast to DDO, DanNet is open-source (CC
BY-SA 4.0) allowing the sense-annotated corpus
to be freely used and integrated in all kinds of
pipelines and applications. This was a prerequisite
defined by the ELEXIS project for participating in
the annotation task.

Since not all senses are covered in DanNet, a
current online version of DDO was used as fall-
back and new senses from this resource were es-
tablished via the annotation tool when required.
This version of the dictionary covers approxi-
mately 100,000 lemmas and 150,000 senses and is
continuously updated and published online since
2009 at ordnet.dk/ddo.

5 The Sense Annotations

5.1 The Annotation Tool

Due to the complex requirements of the many
languages involved, a web-based annotation tool,
LexTag, was developed for the sense annotation
by the company Babelscape. As shown in Figure
1, the tool brings the annotator through each token
in the sentence and presents all available senses for
the token in question to the annotator.

In the case where a sense is not present in any
of the resources, the annotator can add a new sense
directly in the tool, including a definition. The new
sense is thereafter part of the existing sense inven-
tory — for other annotators to use.



LexTag | gabelscape (2]

—PREV

NEXT =

oy 76/1000
serligt begavede born bliver nedt til at leve i

det samfund vi har

Sense not found

de kan jo ikke melde sig ud

Non-content word

ANNOTATED TOKENS OVERVIEW

Figure 1: LexTag annotation tool for sense annotation

The tool also facilitates the encoding of MWE
with a single semantic label, as in the case of e.g.
phrasal verbs (spise op —’eat up’), which are very
frequent in Danish. When MWEs occur discontin-
uously in the corpus, the tool also enables flexible
annotation, as in spise frokosten op — lit: ’eat the
lunch up’. In such cases, the entire MWE is sub-
sequently looked up in the lexical resources.

5.2 The Annotators

The annotations were completed by seven differ-
ent annotators, all experienced traditional lexico-
graphers and/or computational lexicographers.

5.3 The Annotation Guidelines

Annotation guidelines were developed across lan-
guage groups during the first annotation phase.
Several zoom meetings among partners were re-
quired to achieve consensus on the most basic
annotation principles to be used. In the Danish
group, however, further language-specific guide-
lines were compiled in collaboration based on
the first rounds of annotation of Danish. These
included principles on defining word classes in
unclear cases, on when to consider something a
MWE, on when and how to enter new senses to
the tool, etc.

5.4 Annotation Issues and Amendments to
the Sense Inventory

Figure 2 and 3 illustrate how well the available
sense inventories covered the corpus at sense level
and token level, respectively. Overall, it can be
seen that DanNet covers quite well, but that DDO
has been consulted in more than 20 % of the cases
due to missing senses in DanNet. In 2.5 % of the
annotated examples, a completely new sense had
to be established given that it was not found in any
of the existing resources. In Figure 3 we observe
5% non-content words. These are words that were
originally pos-tagged as content word, but which
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during the sense tagging process were found to be
non-content words and thus were not tagged with
a sense.

® Senses from DanNet
® Senses from DDO
©® New senses

Errors

Figure 2: Distribution of lexical resources used for
annotating calculated at sense level (excluding proper nouns)

® DanNet
® BabelNet
® DDO/New Sense

@ Non-content words

Figure 3: Distribution of lexical resources used for
annotation calculated at token level (including proper nouns
from BabelNet)

If we take a closer look at the annotations,
around 4000 different DanNet senses came into
use while 1500 other senses occurring in the cor-
pus were not covered by DanNet. In these cases,
the sense definitions were established on the fly
by consulting the DDO online dictionary. How-
ever, in a number of cases (approx 250 cases) no
suitable sense description was found in either re-
source. In some of these cases (110 senses), a
sense could not be identified due to POS tagging
errors in the corpus, i.e. the POS diverged from
the one given in DanNet/DDO, in other cases a
compound had not been split correctly at the syn-
tactic level and could therefore not be identified
in the dictionaries. Only in the remainder of the
cases (140 examples), the available sense invento-
ries proved to be insufficient.

Approximately half of the senses not covered by
DanNet only appear once in the corpus, while the
other half is represented two or more times. 125 of
these occur at least five times, and 15 senses more
than 20 times, e.g., two senses of the verb vere



(‘to be’) as well as one sense of the adjective stor
(‘big")-

The annotation task gives very useful feed-
back regarding the vocabulary and sense inventory
of both DanNet and the DDO. As expected, we
find many adjective and adverb senses among the
senses that are not covered by DanNet. This re-
lates to the fact that adverbs are not part of Dan-
Net, and that only a subset of adjectives were given
priority when compiling the resource. Among
senses occurring more than once, 70 are adverbs,
and only six of these are covered in DanNet, typi-
cally in the form of an adjective. 71 are adjectives,
and in half of the cases the lemma is not included
in DanNet. Of the 125 most frequent senses (five
or more) we find 41 adverbs and 33 adjectives, and
four adjectives and 5 adverbs are among the top
15, the negation adverb ikke (‘not’) being the most
frequent with 101 occurrences.

More surprisingly, we discovered that of the 76
verb senses missing in DanNet, only nine were
down to a lack of the lemma itself, the rest be-
ing down to missing verbal senses of an already
existing verb. In the case of the 33 noun senses
occurring more than once, 13 are not lemmas in
DanNet, the rest represent a sense which is not in-
cluded in spite of the fact that the noun in question
is already included in the WordNet. This gives us
useful feedback on which senses and lemmas to
add to DanNet in the future.

Also in the case of the DDO, useful feedback
was provided. By making use of the corpus-based
dictionary (covering more than 100,000 lemmas)
as the default backup lexical resource, we ex-
pected to cover a very high percentage of the lem-
mas and their senses in the corpus, also given the
fact that ad hoc compounds would be split before-
hand at the syntactic level. This turned out to be
correct. However, 3 % of the lemma senses oc-
curring twice or more, were not described in the
DDO. As expected, the number is higher for rarer
senses (those that only occur once in the corpus):
Approximately 20 % of these are not represented
in our lexical resources. Sometimes for good rea-
son since the DDO focuses on general language.
Highly domain specific lemmas and senses such
as bro ‘bridge’ in the sense ‘geometric figure that
connects two things’, aurora in the sense ‘north-
ern and southern lights’), as well as the lemmas
cefalexin (a form of medicine) and cleveit (a min-
eral), are therefore not found in DDO. We also
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see cases where the lemma in DDO only contains
morphological, not semantic information, e.g. in
the cases of rabbinsk (‘rabbinical’, tektonisk (‘tec-
tonic’), and underudvalg (‘subcommittee’).

Still, in spite of these explanations, a surpris-
ingly large part of the missing lemmas are candi-
dates to be included in the DDO, e.g. affaldsind-
samling (‘waste collection’), adferdsmcessig (‘be-
havioural’), 1980’erne (‘the 1980s’), and cloud-
baseret (‘cloud based’). All in all, a list of around
100 good lemma candidates for both DanNet and
the DDO are identified through the annotation
task.

A lesson learned was also the fact that POS an-
notations in the corpus should be calibrated well
with the POS information of the lexical resources.
It may seem surprising, but actually agreeing on
part of speech is not as evident as one may expect.
In fact, 10 % of the lemma senses which could be
directly linked to a DanNet or DDO sense, had a
diverging POS annotation in the corpus, e.g. 3D is
tagged as an adjective in the corpus, but as a pre-
fix tre-d- in the DDO; and beregnet is tagged as
an adjective in the corpus, but is explained in the
DDO as a fixed expression beregnet pad (‘intended
for’) in the entry of the verb beregne (‘calculate’)
in the DDO).

6 Agreement among Annotators

It is one thing whether a sense is actually described
in the sense inventory at hand, another, however,
is to what extent annotators agree on which sense
tags to use for a given example. To study this as-
pect, we have, in accordance with consensus for
semantic annotations tasks, triple annotated a lit-
tle over 5% of the corpus, amounting to 108 sen-
tences. This triple annotation has enabled us to
calculate inter-annotator agreement and examine
differences among annotators.
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Figure 4: Average of agreement between all three
annotators. The more the plot tends to slant towards the
right, the more agreement there is

Inter-coder agreement reveals interesting things
about several aspects of the annotation task. A
number of issues come into play, such as:

* the pre-processing of the corpus, e.g. whether
there is an overall agreement on the POS tag
set and on how to employ it,

* the coverage of the sense inventory,

* the granularity of the sense inventory (fine-
grained or coarse-grained),

* the depth of the annotation guidelines, and fi-
nally

* the overall proficiency of the annotators

We calculate an average Cohen’s kappa agree-
ment for the triple annotated data of 0.68 between
all three annotators as seen in Figure 4. We would
have liked also to employ the Krippendorph alpha
measure, which takes into account the fact that it
is generally easier to agree on few labels than on
many, but this measure proved impossible to cal-
culate in practice since it requires a full list of all
possible senses (including MWESs) that every word
can occur in, and such MWE lists are not provided
in DanNet.
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Figure 5: Average of agreement between an annotation
made early in the project, and one done late in the project)

Cohen's kappa (Annotators 2 & 3)
I
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Figure 6: Average of agreement between two annotations
made late in project

However, since the first annotation of the 108
sentences was performed in the first phase of the
annotation project (corresponding to annotator 1
in Figure 5), several issues regarding delimitations
of MWE, diverging POS tags, and problems with
the encoding of compounds etc. had not yet been
clarified. The two other annotations (correspond-
ing to annotators 2 and 3 in Figure 5 and 6) were
performed at the end of the project when more or
less all pending issues had been clarified. Here we
achieve an inter-coder agreement of 0.78. This can
be considered a quite substantial level of agree-
ment for this kind of task.

As revealed by the bullet points above, most is-
sues come into play in the diverging annotations.
As already touched upon, preprocessing proves to
have caused some divergences, in particular in re-



lation to MWE, and since these are relatively fre-
quent, in particular for verbs (phrasal verbs), we
positively know that this has caused divergences
in a number of cases. With regards to coverage,
it can be assessed to be relatively good if we see
DanNet and DDO all together even if a small per-
centage of the examples could not be tagged with
existing senses.

The granularity of our sense inventory is quite
high as is the case for most dictionaries, in fact
we have an average of 4.2 senses per lemma in
the DDO overall. We can see that the fine gran-
ularity causes agreement problems in some cases,
in particular when distinguishing between a high
number of verbal senses.

In spite of problems with fine-grained senses,
differences in agreement early and late in the
project show that the guidelines improved substan-
tially after the first round. Finally, the annota-
tors involved in the task were professional lexi-
cographers or computational linguists with overall
high proficiency in annotating, and no annotators
proved to protrude in the overall quality of their
annotations compared to others.

7 Conclusions and Future Work

In this paper, we have presented the DA-ELEXIS
Corpus, which is one of the largest sense-
annotated corpora available for Danish and the
first one to be annotated with the Danish word-
net, DanNet. We have described the careful pre-
processing and preparation necessary to ensure a
high quality of the resulting resource, and we have
presented a series of difficulties in relation to sense
coverage and in achieving a high inter-annotator
agreement. In particular, the limitation and se-
mantic description of MWE have proven to cause
divergences among annotators even if these were
reduced during the development of the annotation
guidelines.

Even if we know that the granularity of
our sense inventory is also crucial to the inter-
annotator agreement, we have chosen not to go
too deeply into the theoretical discussion of this
issue here. This is in spite of the fact that sense
coverage and granularity is highly discussed in
lexical semantic literature (Cruse (1986), Fillmore
and Atkins (1992) and many others) and that some
even claim that word senses don’t exist, or at least
only relative to specific tasks (Kilgarriff, 1997).
Along the same lines, fine-grained sense invento-
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ries (like the ones we have applied here) have been
deemed somewhat unsuitable for NLP tasks such
as WSD and NLU. In this context, we are currently
examining ways to achieve a high-quality, coarse-
grained sense inventory for Danish, since we are
building a new lexical resource, the Central Word
Register of Danish, COR, particularly for NLP,
(Nimb et al., 2022). Still based on — and linked to
— the same sources, namely DanNet and the DDO,
we are developing principled and semi-automatic
procedures for reducing the inventory with more
than 40 % (Pedersen et al., 2022). Thus, we expect
to have a more suitable inventory for sense anno-
tation available in future projects, probably by the
end of 2023.

We also plan to experiment with automatically
added semantic and thematic information to the
corpus, based on the available information in dif-
ferent semantic lexicons linked at sense level to
the DDO and DanNet, including thesaurus infor-
mation on topics and themes.

Finally, another aspect that deserves further at-
tention in future work is the potential of the multi-
lingual setup of the ELEXIS corpus. Having par-
allel sense annotations in nine aligned languages,
several of them being generally low-resourced,
provides valuable information not only for each
individual language (Danish, in our case), but
also for cross-lingual studies in NLP and lexico-
graphy. This provides us with a valuable cross-
lingual evaluation benchmark to be applied for fu-
ture WSD and NLU tasks.
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Abstract

In this paper, we present an approach for
translating word embeddings from a ma-
jority language into 4 minority languages:
Erzya, Moksha, Udmurt and Komi-Zyrian.
Furthermore, we align these word em-
beddings and present a novel neural net-
work model that is trained on English
data to conduct sentiment analysis and
then applied on endangered language data
through the aligned word embeddings. To
test our model, we annotated a small sen-
timent analysis corpus for the 4 endan-
gered languages and Finnish. Our method
reached at least 56% accuracy for each en-
dangered language. The models and the
sentiment corpus will be released together
with this paper. Our research shows that
state-of-the-art neural models can be used
with endangered languages with the only
requirement being a dictionary between
the endangered language and a majority
language.

1 Introduction

Most of the languages spoken in the world are en-
dangered to one degree or another. The fact of be-
ing endangered sets some limitations on how mod-
ern NLP research can be done with such languages
given that many endangered languages do not have
vast textual resources available online, and even
with the resources that are available, there is a
question about the quality of the data resulting
from a variety of factors such as fluency of the
author, soundness of spelling and, on the lowest
level, inconsistencies in character encoding (see
Himildinen 2021).

This paper focuses on the following Uralic
languages: Erzya (myv), Moksha (mdf), Komi-
Zyrian (kpv) and Udmurt (udm). Unesco classifies
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these languages as definitely endangered (Mose-
ley, 2010). In terms of NLP, these languages
have FSTs (Rueter et al., 2020, 2021), Universal
Dependencies Treebanks (Partanen et al., 2018;
Rueter and Tyers, 2018) (excluding Udmurt) and
constraint grammars available in Giella reposito-
ries (Moshagen et al., 2014). For some of the lan-
guages, there have also been efforts in employ-
ing neural models in disambiguation (Ens et al.,
2019) and morphological tasks (Haméldinen et al.,
2021). Out of these languages, only Erzya has
several neural based models available such as ma-
chine translation models (Dale, 2022), a wav2vec
model and a Stanza model (Qi et al., 2020).

In this paper, we present a method for trans-
lating word embeddings models from larger lan-
guages into the endangered languages in question.
Furthermore, we fine-tune the models with lan-
guage specific text data, align them and show re-
sults in a sentiment analysis task where no train-
ing data is provided in any of the endangered lan-
guages. We have made our data and models pub-
licly available on Zenodo'.

2 Related work

Apart from the work described earlier in the con-
text of the endangered languages in question, there
has been a lot of previous work on multilingual
NLP where a model is trained in one language to
sentence classification and then applied in the con-
text of other languages. In this section, we will
describe some of those approaches together with
sentiment analysis approaches.

A recent paper demonstrates sentiment analy-
sis on 100 languages (Yilmaz et al., 2021). The
authors use RoBERTa-XLM to extract feature
vectors. These are then used in training a bi-
directional LSTM based classifier model. An-
other line of work (Liu and Chen, 2015) compares

"https://zenodo.org/record/7866456

Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
(RESOURCEFUL-2023), pages 19-24, May 22, 2023 ©2023 Association for Computational Linguistics



several different multilabel classification methods
on the task of sentiment analysis showing that
RAKEL (Tsoumakas et al., 2010) gave the best
performance on raw token input. A recent paper
(Hamadldinen et al., 2022) demonstrated promising
results in French sentiment analysis on a model
that was trained in English, Italian, Spanish and
German. The approach relied on a multilingual
BERT (Devlin et al., 2019). Ohman (2021) sug-
gests that lexicon based approaches, while vi-
able for endangered languages, are not particularly
suitable for sentiment analysis.

In the context of cross-lingual NLP, there is
work on POS tagging. For instance, Kim et al.
2017 propose a new model that does not require
parallel corpora or other resources. The model
uses a common BLSTM for knowledge transfer
and another BLSTM for language-specific repre-
sentations. It is trained using language-adversarial
training and bidirectional language modeling as
auxiliary objectives to capture both language-
general and language-specific information.

Another line of work by Xu et al. 2018 fo-
cuses on cross-lingual transfer of word embed-
dings, which aims to create mappings between
words in different languages by learning transfor-
mation functions over corresponding word embed-
ding spaces. The proposed algorithm simultane-
ously optimizes transformation functions in both
directions by using distributional matching and
minimizing back-translation losses. This approach
uses a neural network implementation to calculate
the Sinkhorn distance, a distributional similarity
measure, and optimize objectives through back-
propagation.

For machine translation Chen et al. 2022
demonstrate the importance of both multilingual
pretraining and fine-tuning for effective cross-
lingual transfer in zero-shot translation using a
neural machine translation (NMT) model. The
paper presents SixT+, a many-to-English NMT
model that supports 100 source languages but is
trained on a parallel dataset in only six languages.
SixT+ initializes the decoder embedding and full
encoder with XLLM-R large (Conneau et al., 2020)
and trains encoder and decoder layers using a two-
stage training strategy.

3 Data

We use two books, Suomi eilen ja nyt (Fin-
land yesterday and now) by Hékkinen (1997) and
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[TaBaux Moposos (Pavlik Morozov) by Gubarev
(1948) both of which are available in Finnish,
Erzya, Moksha, Komi-Zyrian and Udmurt. The
sentences of the books have been aligned across
all the languages at the Research Unit for Volgaic
Languages in University of Turku. The size of the
corpus for each language can be seen in Table 1.

tokens | sentences
Finnish 43k 3.1k
Erzya 50k 3.6k
Moksha 51k 3.4k
Komi-Zyrian | 50k 3.3k
Udmurt 53k 3.6k

Table 1: The corpus size for each language

Out of the entire corpus, we annotate 35 nega-
tive sentences and 33 positive sentences for eval-
uation for Finnish. We use the alignment infor-
mation to project this annotation for the rest of
the languages as well and verify manually that the
sentences express the same sentiment in each lan-
guage. This forms our test corpus for sentiment
analysis that consists of altogether 68 sentiment
annotated sentences.

Furthermore, we lemmatize all the texts us-
ing the FSTs provided in UralicNLP (Himaldi-
nen, 2019). The corpus is lemmatized because we
intend to translate and align a lemmatized word
embeddings model. This also makes the overall
approach more robust given that covering the en-
tire morphology of a language would require us to
have much larger corpora.

4 Word embeddings

Word embeddings capture the semantic and syn-
tactic links between words by constructing vec-
tor representations of words. These vectors can
be utilized to measure the semantic similarity
between words, find analogous concepts, clus-
ter words (Haméldinen and Alnajjar, 2019; Stekel
et al., 2021) and more. In this work, we use En-
glish and Finnish as the big languages that fa-
cilitate aligning and classifying words and sen-
tences for the endangered languages. English has
an overnumerous amount of linguistic resources,
whether as raw text or labeled data, while the en-
dangered resources that we are working with have
translation dictionaries for Finnish. For this rea-
son, we use Finnish as the intermediate language
that bridges these endangered languages with En-
glish resources.



The English model that we utilize is trained on
the English Wikipedia dump of February 2017 and
Gigaword 5th edition® (Fares et al., 2017). For
Finnish, we used recent word embeddings trained
by Language Bank of Finland (2022). These em-
beddings have been trained on several Finnish
newspapers. Both of these models have been
trained on lemmatized text.

The English word vectors have a dimension size
of 300, while the Finnish word vectors have a di-
mension size of 100. In order to make the dimen-
sion sizes of the two sets of embeddings compati-
ble, dimensionality reduction is applied to the En-
glish embeddings using principal component anal-
ysis (PCA) (Tipping and Bishop, 1999). This pro-
cess reduces the dimensionality of the English em-
beddings to 100, allowing them to be compared
and analyzed alongside the Finnish embeddings.

4.1 Creation of embeddings

We aim to create word embeddings for endangered
languages, which currently lack pre-existing em-
beddings. We use dictionaries from GiellaLT?,
which we augment using graph-based methods to
predict new translations through the Ve’rdd* plat-
form (Alnajjar et al., 2022, 2021). We present
the number of dictionary translations from each
endangered language to Finnish that we obtained
from the base dictionaries and predictions in Ta-
ble 2.

Translations | Predictions | Total
kpv 10983 14421 25404
mdf | 36235 3903 40138
myv | 18056 5018 23074
udm | 36502 6966 43468

Table 2: Number of translations and predictions
from the source languages to Finnish

To create embeddings for the endangered lan-
guages, we adopt a method of cloning the Finnish
embeddings and substituting the Finnish lemma
with its corresponding translation in the endan-
gered language. Where translations were absent,
we omitted the word vector. The resulting embed-
dings consist of 7,908, 10,338, 7,535, and 9,505
word vectors for kpv, mdf, myv, and udm, respec-
tively. The lower number of word coverage can be

http://vectors.nlpl.eu/repository/20/
17.zip

3https://github.com/giellalt

*nttps://akusanat.com/verdd/
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attributed to multi-word expressions present in the
dictionaries but not the embeddings.

In the next step of our study, we fine-tuned the
word embeddings for both Finnish and the endan-
gered languages by using two books as additional
data sources. This involved expanding the vocab-
ulary of each embeddings model whenever a new
word was encountered in the data. We also ad-
justed the embeddings weights based on the co-
occurrences of words in the text, using a window
size of 5 and a minimum count of 5 for a word to
be considered in the vocabulary. After completing
this process, the vocabulary size of the endangered
language embeddings were 10,396, 11,877, 9,030,
and 11,080, in the same order as mentioned above.

4.2 Alignment of embeddings

Our goal here is to align the Finnish word embed-
dings with the English ones, followed by align-
ing the embeddings of endangered languages to
the Finnish embeddings, in a supervised manner.
This was achieved by creating alignment dictio-
naries and aligning the embedding spaces together
similarly to Alnajjar (2021).

To align Finnish embeddings with English, we
used the Fin-Eng dictionary by Ylonen (2022),
which is based on the March 2023 English Wik-
tionary dump. We also used the Finnish-English
dictionaries provided by MUSE (Conneau et al.,
2017). Regarding the endangered languages, we
use the XML dictionaries to align them with
Finnish. We set aside 20% of the Wiktionary and
XML data for testing the alignments.

One thing that we have noticed is the lack of
the words “no” and “not” in the English embed-
dings due to stopword removal. To address this,
we appended a translation from “not” to “nt” in
the Finnish-English alignment data used in the
training stage. Whenever the text contained these
words, they were automatically mapped to “nt” in
the following steps of our research.

We followed the approach described by
MUSE (Conneau et al., 2017) to align all the em-
beddings, with 20 iterations of refinement to align
Finnish with English and 5 iterations to align all
the other languages to Finnish.

5 Sentence embeddings

Word embeddings represent the meaning of a sin-
gle word, whereas sentence embeddings repre-
sent the meaning of an entire sentence or docu-


http://vectors.nlpl.eu/repository/20/17.zip
http://vectors.nlpl.eu/repository/20/17.zip
https://akusanat.com/verdd/

Language Label Precision Recall F1-Score Accuracy
en neg 0.77 0.76 0.76 076
& pos 0.75 0.76 0.76 :

neg 0.77 0.75 0.76

fin pos 0.73 0.75 0.74 0.75
neg 057 0.57 0.57

kpv pos 0.55 0.55 0.55 0.56
neg 0.63 0.65 0.64

mdf pos 0.64 062 063 0.63
neg 0.71 0.69 0.70

myv pos 0.67 069  0.68 0.69
neg 0.69 0.63 0.66

udm pos 0.58 0.63 0.60 0.63

Table 3: Precision, recall, f1-score and accuracy for each language and label

ment. Sentence embeddings are capable of cap-
turing more the context and excel at tasks that call
for comprehension of the meaning of a whole text,
such as sentiment analysis. Hence, we build sen-
tence embeddings for English that are based on the
English word embeddings.

The procedure for creating sentence embed-
dings was conducted by averaging the word em-
beddings of a given sentence and subsequently
feeding them to two fully-connected feed-forward
layers, thereby constructing a Deep Averaging
Network (DAN). The sentence embeddings are
trained on the STS Benchmark (Cer et al., 2017)
using SBERT, a method for sentence embeddings
that was proposed by (Reimers and Gurevych,
2019).

6 Sentiment analysis

We create a sentiment classifier that takes in the
sentence embeddings and predicts a sentiment po-
larity label. For training the sentiment analysis
model, we use the Stanford Sentiment Treebank
(Socher et al., 2013), Amazon Reviews Dataset
(McAuley and Leskovec, 2013) and Yelp Dataset”.
These datasets are available in English and we use
their sentiment annotations (positive-negative) to
train our model.

The sentiment classifier is constructed as a
three-layer fully-connected network, wherein the
hidden layers are comprised of 300 neurons each.
In order to mitigate overfitting, a dropout opera-
tion (Srivastava et al., 2014) is performed prior
to the final classification layer. The model con-
sists of 121,202 trainable parameters in total, and
is trained over the course of three epochs.

‘https://www.yelp.com/dataset
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7 Results

In this section, we show the results of the sen-
timent classification model on the in-domain,
English-language train splits of the sentiment cor-
pora we used to train the model. Furthermore,
we show the results of the sentiment classification
model when applied on our own annotated data for
the 4 endangered Uralic languages in question and
Finnish. These results can be seen in Table 3.

All in all, our model performs relatively well.
The accuracy for Finnish is almost as high as it
is for English despite not having any Finnish sen-
timent annotated training data. This means that
our approach can achieve rather good results when
there is a lot of translation data available between
the two languages. The results drop for the endan-
gered languages, but we do find the 69% accuracy
for Erzya to be quite formidable, however, the re-
sult for Komi-Zyrian of 56% leaves some room for
improvement.

8 Conclusions

In this paper, we outlined a method for translat-
ing word embeddings from a majority language,
Finnish, to four minority languages - Erzya, Mok-
sha, Udmurt, and Komi-Zyrian. The word em-
beddings were aligned and a new neural network
model was introduced. This model was trained
using English data to carry out sentiment analy-
sis and was then applied to data in the endangered
languages using the aligned word embeddings.
We built an aligned sentiment analysis corpus
for the four endangered languages and Finnish and
used it to test our model. The results were promis-
ing and our study demonstrated that even the lat-
est neural models can be utilized with endangered
languages if a dictionary between the endangered
language and a larger language is available.


https://www.yelp.com/dataset
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Abstract

Extracting statements about causality from
text documents is a challenging task in the
absence of annotated training data. We cre-
ate a search system for causal statements
about user-specified concepts by combin-
ing pattern matching of causal connectives
with semantic similarity ranking, using a
language model fine-tuned for semantic tex-
tual similarity. Preliminary experiments on
a small test set from Swedish governmental
reports show promising results in compari-
son to two simple baselines.

1 Introduction

Extracting causal relations from natural language
text is a popular task that has been tackled using a
variety of techniques (Ali et al., 2021; Yang et al.,
2022). Most approaches to causality mining are
based on supervised machine learning and presup-
pose annotated training data, which is lacking for
many languages and domains. In this paper, we de-
scribe a system for exploring Swedish governmen-
tal reports, where users can search for statements
about potential causes and/or effects related to spe-
cific concepts, such as pollution or unemployment.
The system should then retrieve sentences that
make causal claims involving the specific concepts
and rank them by relevance to the original query.
In order to delimit the scope of causality mining,
we follow the approach of Dunietz et al. (2015)
and focus on causality that is explicitly expressed
linguistically, by the use of some causal connective,
rather than implicitly expressed causality. A causal
connective is any type of linguistic expression that
is used to express a causal relation, for instance,
verbs like cause, conjunctions like because, nouns
like effect, and different types of multi-word ex-
pressions like be a result of. While there is plenty
of work on the identification of causal sentences or
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entities, and the extraction of causal relations from
text (for an overview, see Yang et al., 2022), we
are not aware of any work focusing on the ranking
of extracted causal sentences. It could be viewed
as an information retrieval task, for which work
is abundant (see, e.g., Mitra and Craswell, 2018).
There are also efforts for more specific structured
queries, such as Taub Tabib et al. (2020).

Most approaches to causality mining are based
on supervised machine learning and presuppose
annotated training data, which is available for lan-
guages like English (Hendrickx et al., 2010; Mariko
et al., 2020; Mirza et al., 2014; Prasad et al., 2008;
Mihaila et al., 2016) and German (Rehbein and
Ruppenhofer, 2020). Since the single annotated
data set available for Swedish (Diirlich et al., 2022)
is much too small to use as training data, we in-
stead explore a combination of techniques involv-
ing keyword matching and pre-trained language
models fine-tuned for semantic textual similarity
(STS). The idea is to use keywords correspond-
ing to causal connectives — such as the verb cause
or the prepositional expression because of — to
construct templatic sentences with masked tokens
corresponding to the sought cause or effect, for ex-
ample: “MASK causes pollution”, “unemployment
because of MASK”. The STS model, in our case
contrastive tension (Carlson et al., 2021), can then
be used to find the sentences in a document collec-
tion that are semantically similar to the template
sentences and are likely to include instantiations
of the sought cause or effect. We believe that this
system design can be useful for other tasks where a
domain is under-resourced for the target language.

We evaluate our approach on a small test set
for ranking causal sentences (Diirlich et al., 2022).
Preliminary experiments show that the unsuper-
vised method combining keyword matching and
semantic similarity search improves over two sim-
ple baselines. As far as we are aware, these are the
first published results for this task and data set.

Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
(RESOURCEFUL-2023), pages 25-29, May 22, 2023 ©2023 Association for Computational Linguistics



2 Task and Approach

Causality mining refers to a broad class of tasks
that involve extracting information about causality
from natural language text. The specific task ad-
dressed in our project can be defined as follows:
Given a document collection and an input query
specifying a potential CAUSE, a potential EFFECT,
or both, return a list of sentences describing causal
relations matching the query, ranked in order of
decreasing relevance. For example, if the input
query is [CAUSE: pollution], the system should
return sentences describing causal effects of pol-
lution; if the query is [EFFECT: unemployment],
the system should return sentences talking about
the causes of unemployment; and if the query is
[CAUSE: recession, EFFECT: unemployment], the
system should return sentences discussing whether
recession causes unemployment.

Facing the lack of annotated training data for this
task, we instead leverage a pre-trained masked lan-
guage model tuned for STS. The main idea is to first
convert the query to one or more guery prompts,
that is, templatic sentences with masked tokens
corresponding to empty slots, and then search for
semantically similar sentences in the document col-
lection. For example, the query [CAUSE: pollution]
could be converted to a query prompt such as “pol-
lution causes MASK” or “MASK is the result of
pollution” with the hope that semantically similar
sentences make claims about specific phenomena
caused by pollution. In the following, we describe
the creation of query prompts and the semantic
search procedure in more detail. A key component
in both is a set of causality keywords, which are
used both to create template sentences and to filter
sentences in the search procedure. We, therefore,
begin by describing the set of causality keywords
used.

2.1 Causality Keywords

For our approach, we need a set of causality key-
words, or connectives. These are linguistic ex-
pressions of causality, which could include verbs,
phrasal verbs, prepositions, and other types of ex-
pressions. We choose the set of causality keywords
previously used for the creation of the causality
test set (Diirlich et al., 2022). Those keywords
were selected from an initial pool of 21 candidate
expressions. For each of these expressions, a set
of candidate sentences containing them were ex-
tracted, and annotated by three annotators, without
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Causality keywords  English translations

bero pa depend on / be due to
bidra till contribute to

leda till lead to

pa grund av because of / due to
till f6ljd av due to / as a consequence of
vara ett resultat av be a result of
framkalla induce / evoke
fororsaka cause

medféra entail / involve
orsaka cause

péverka affect / influence
resultera result

valla cause / inflict

Table 1: Causality keywords (Diirlich et al., 2022)

any specific guidelines. Based on the annotation,
a set of 13 keywords that consistently expressed
causal relations were selected, shown in Table 1.

2.2 Query Prompt Generation

Based on the 13 keywords, we define a set of 15
query prompt templates, in which the position of
cause and effect are made explicit by defining two
distinct slots around the keywords — the two multi-
word prepositions pd grund av and till foljd av
each map to two very similar versions of this, one
just adding the slots directly around the keyword
(“CAUSE because of EFFECT”) and one adding in
the verb hdnder (‘“CAUSE happens because of EF-
FECT”), whereas all other keywords only produce
a single template. For each query, we generate 15
prompts by filling in one or both of the slots in
the prompt template. If only one of CAUSE and
EFFECT is defined, we replace the missing slot with
the MASK token.

2.3 Semantic Similarity Search System

A first step in preparing the search is applying the
causality keywords to filter the text collection of
interest. The filtered text collection, which we
assume now only contains sentences mentioning
causality, is embedded sentence by sentence us-
ing the Swedish STS model trained using the con-
trastive tension (CT) technique by Carlsson et al.
(2021), which had given state-of-the-art perfor-
mance for English STS at the time our project was
started.

CT evades the issue of limited training data for
STS tasks by focusing on the contrast between
completely identical and randomly matched sen-
tences, which allows for the automatic creation
of large training data sets. Two instances of the
same pre-trained language model — KB-BERT



Sentence 1

Flera av teknikerna bedoms resultera i langsiktig inbindning av koldioxid.
‘Several of the techniques are considered to result in long-term sequestration of carbon dioxide.’

Sentence 2

Exempelvis ger koldioxidutslipp inga lokala skador, utan bidrar till viixthuseffekten.
‘For example, carbon dioxide emissions do not cause local damage, but contribute to the greenhouse effect.’

Figure 1: Example of a sentence pair to be ranked for the query [EFFECT: greenhouse effect] (Diirlich

et al., 2022).

(Malmsten et al., 2020) in our case — are trained
jointly to each embed a sentence in the pair and
to maximize the dot product between the sentence
representations for identical sentences and mini-
mize it for the random pairs. The CT model used
here is the one performing better during evaluation
on SentEval (Conneau and Kiela, 2018) machine-
translated to Swedish.

We store the sentence embeddings generated by
the CT model along with document and section IDs
for each sentence and fit a nearest neighbour model
to the embeddings. Once a user specifies a search
query, it is converted into a query prompt and em-
bedded by the CT model. The nearest neighbour
model provides us with 300 candidates per prompt
in terms of cosine distance. To get a combined
ranking for all 15 prompts we sum the individual
cosine distances of each neighbour over all prompts
— the underlying assumption being that a relevant
sentence should rank highly for all prompts — and
rank the resulting list by ascending distance.

Note that the CT model itself is not fine-tuned
for causality, which is why we restrict the nearest
neighbour model to only consider sentences con-
taining one of the previously established causal key-
words. Without this restriction, the broad notion of
semantic similarity captured by the model would in-
clude many non-causal statements that share other
aspects of meaning with the query prompts.

3 Data Sets

We use a previously published test set (Diirlich
et al., 2022), which includes sentences from the
Swedish Government Official Reports, Statens of-
fentliga utredningar (SOU) in Swedish, from 1994—
2020. For more details on the corpus and data set
creation, we refer to the original paper.

Ideally we would evaluate a full list of ranked
sentences for each test query. Instead, the test set
frames an easier annotation task: to classify pairs
of sentences for relevance and rank the two sen-
tences internally. For a sentence pair, like the one
in Figure 1, the task was to assess their relevance to
a given query. The annotation scheme has six cate-
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gories covering the following cases for sentences 1
and 2:

1. 1 and 2 are equally relevant.

2. 1 and 2 are both relevant but 1 more so.
3. 1 and 2 are both relevant but 2 more so.
4. 1 is relevant but 2 is not.
5. 2 is relevant but 1 is not.

6. 1 and 2 are both irrelevant.

In the example in Figure 1, both sentences are con-
sidered relevant, but the second more so, since it ex-
plicitly mentioned the term greenhouse effect from
the query; hence it is classified as case 3. The test
set consists of 800 sentence pairs and their ranked
relevance with respect to 43 causal prompts.

4 Experiments

In this section, we compare our system, where we
rank causal sentences with CT models, to two base-
lines: Random, which just randomly shuffles the
sentences we consider for ranking, and KB-BERT
(Malmsten et al., 2020), where sentence embed-
dings are obtained by mean-pooling the hidden
states of KB-BERT. For the Random baseline we
take the average of 10 different random seeds. Be-
sides the original CT model, CT-Orig, released by
Carlsson et al. (2021), initialized with KB-BERT,
and then trained on Wikipedia data with the CT
objective, we also train two additional in-domain
CT models, which we describe next.

4.1 Domain-Specific CT Training

We investigate the effect of fitting the CT model on
in-domain data from the SOU corpus, considering
two approaches. For the first one (CT-SOU), we ini-
tialize it with KB-BERT and then only run the CT
objective on a subset of the SOUs — only sentences
containing causal connectives. For the second one
(CT-Orig+SOU) we instead initialize with CT-Orig,
and then run another round of CT training round
on the SOUs subset. The subset of SOUs contained
490K sentences (14M tokens). Since we only had



Model p@5 p@10 MAP ACC
Baseline (Random) 0.40 0.51 0.41 0.51
Baseline (KB-BERT) | 0.49 0.49 043  0.51
CT-Orig 0.57 0.60 055 0.62
CT-SOU; 0.55 0.63 0.53 0.66
CT-SOU3 0.59 0.61 0.56  0.65
CT-Orig+SOU; 0.60 0.64 057 0.70
CT-Orig+SOU> 0.59 0.62 055 0.66

Table 2: Ranking results using different kinds of
semantic representations. The best result for each
metric is marked in bold.

one of the two original models available, we ini-
tialized both models as CT-Orig. The data for both
variants is sampled from the filtered sentences in
the SOU corpus. At each epoch during training, we
validate both models on SentEval and stop training
as soon as the validation performance drops. We
report ranking results for both models trained in a
single CT training session.

4.2 Evaluation

During evaluation, we do not fit a full nearest neigh-
bour model, but simply take the cosine distances
between the set of annotated sentences per query in
the test set and the respective query. We evaluate
the ranking using the following evaluation metrics:

Precision at k (P@Kk): The number of relevant sen-
tences among the top k nearest neighbours. Here
we exclude queries with less than k relevant sen-
tences.

Mean average precision (MAP): The mean of the
average precision over all 43 queries in the test set.

Accuracy (ACC): The percentage of sentence
pairs where the model ranks the pair consistently
with the human ranking — not including pairs where
the sentences were considered equally (ir)relevant.

For P@k and MAP, we converted the pair-wise hu-
man relevance judgments in the test set into binary
scores over the set of matched sentences per query.
That is, we considered all sentences that had been
judged as relevant, even when they were considered
less relevant than another sentence, as relevant, and
all other sentences as irrelevant.

4.3 Results

Table 2 shows the results of the evaluation. For
the two domain-specific CT-models, both instantia-
tions from CT training are shown (with subscripts).
It can clearly be seen that all CT-models perform
better than both baselines. The CT-Orig+SOU;
achieves the best results in all five metrics, followed
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closely by both its partner model and CT-SOUs5.
While the domain-specific training seems to have
helped somewhat, the difference to the original CT
model (CT-Orig) is quite small. We find it interest-
ing that training CT only on the small in-domain
SOU corpus (CT-SOU) is at least as good as the
original CT-model trained on a much larger out-
of-domain Wikipedia corpus. KB-BERT performs
either slightly worse than the random baseline or
only marginally better, clearly not being a good fit
for this task.

Our results indicate that around six out of ten
matches in a ranked list would be relevant. We
think this can be useful in our target scenario with a
human in the loop, but it leaves room for improve-
ment. For instance, we noticed that the system
often confused the roles of causes and effects, an
issue that can be addressed in future work.

5 Conclusion

We describe an initial exploration of causality min-
ing with respect to specific concepts, such as pol-
lution or unemployment, in Swedish governmental
reports. We present the task in detail and note that
there is no available training data. We thus de-
sign a search system based on the combination of
keyword matching and semantic similarity ranking,
which can give reasonable results for a human-in-
the-loop scenario. This work can be viewed as a
first step towards enabling impact assessment of
Swedish governmental reports. Our system for
ranking causal sentences with respect to a theme
could potentially feed into more advanced systems
for impact assessment, for instance with the goal
of exploring trends across sources and over time.

Although the preliminary results look promis-
ing, further evaluation on a larger test set as well
as on other document collections will be needed
to assess the viability of the approach. It would
also be interesting to explore whether syntactic
or semantic parsing could be used to improve the
model’s capacity to distinguish the direction of
causality and prevent the confusion of causes and
effects. Another direction would be to use less ag-
gressive methods than causal keywords for filtering
causal sentences. One possibility could be to uti-
lize available data from other languages, to train a
cross-lingual model for identifying Swedish causal
sentences, as proposed in Reimann and Stymne
(2022).
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Abstract

The developments of deep learning in nat-
ural language processing (NLP) in recent
years have resulted in an unprecedented
amount of computational power and data
required to train state-of-the-art NLP mod-
els. This makes lower-resource languages,
such as Swedish, increasingly more re-
liant on language transfer effects from
English since they do not have enough
data to train separate monolingual mod-
els. In this study, we investigate whether
there is any potential loss in English-
Swedish language transfer by evaluating
two types of language transfer on the
GLUE/SweDiagnostics datasets and com-
paring between different linguistic phe-
nomena. The results show that for an ap-
proach using machine translation for train-
ing there is no considerable loss in over-
all performance nor by any particular lin-
guistic phenomena, while relying on pre-
training of a multilingual model results in
considerable loss in performance. This
raises questions about the role of machine
translation and the use of natural language
inference (NLI) as well as parallel corpora
for measuring English-Swedish language
transfer.

1 Introduction

The leveraging of knowledge transfer has been a
pivotal development in deep learning and in nat-
ural language processing (NLP). The core idea is
that the knowledge of one source domain can be
transferred to another target domain. In the age
of deep learning, this usually means training mod-
els on large quantities of data on some generic or
widely-applied task, such as language modeling
or machine translation, and fine-tuning the model
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on new data or another downstream task. This
does not only lead to an immediate performance
boost on the new dataset or downstream task, but
also saves computational resources of the user as
well as simplifies the implementation and problem
solving procedure.

A crucial type of knowledge transfer in NLP
is that of language transfer, which refers to the
leveraging of high-resource languages, most no-
tably English, to solve tasks for lower-resource
languages. It has been studied in multiple different
architectures and applications of NLP, such as in
word embedding architectures and machine trans-
lation. The most used type of language transfer,
however, is arguably that of pretrained language
models, which generic pre-training allows for fine-
tuning a wide range of down-stream tasks (both in
the areas of text generation and text classification).

As deep learning has scaled up in recent years
as a result of more computationally efficient
hardware and model architectures, most notably
with the release of the Transformer (Vaswani
et al., 2017), so has the data needed for training.
For lower-resource languages these developments
come in the shape of a double-edged sword: On
the one hand, the breadth of data and contextual in-
formation encoded in these models enables a high
level of knowledge transfer, on the other hand,
they become even more reliant on high-resource
languages like English to use the most recent state-
of-the-art language models. This leaves lower-
resource languages the options of either opting for
smaller models and, thus, missing out on the latest
progress or to rely heavily on language transfer.
Seeing that the latter option seems most plausible,
this raises the question to what limits there are to
language transfer from a linguistic perspective, but
also in terms of potential dangers of political, gen-
der and cultural biases (Bender et al., 2021).

In this study, we focus on English-Swedish
language transfer. ~ Swedish, a mid-resource
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language, is an interesting example of a language
becoming more reliant on language transfer. This
is because Swedish has had enough available
pre-training data to train monolingual language
models, like BERT (Devlin et al., 2019; Malmsten
et al., 2020), but not enough for the most recent
GPT-3 model (Brown et al., 2020). Also, a sig-
nificant amount of down-stream tasks in English
are not trainable in a supervisable way in Swedish
because corresponding annotated data do not exist
for the language. In order to test the potential
limits of English-Swedish language transfer, we
use the GLUE/SweDiagnostics parallel corpora to
compare two different types of language transfer.
In short, we aim to answer the following research
questions:

Q1: Is there a loss in performance in English-
Swedish language transfer in the context of
natural language inference (NLI)?

Q2: Which type of language transfer works best
(machine translation or multilingual pre-training)?
Q3: Are there linguistic phenomena for which
language transfer works less effectively?

With this work, we aim to shed light on the
English-Swedish language transfer capabilities of
pretrained language models and, thus, provide
direction for applying and evaluating language
transfer in the future.

2 Related Work

This work focuses on the English-Swedish lan-
guage transfer of pretrained language models in
which NLI is used as the measurement. As such,
this section will focus on work relating to language
transfer and NLI.

2.1 Language transfer

Transfer learning is an attractive solution to the in-
herent problem of the lack of language data (raw
and annotated) for lower-resource languages. For
this reason, a multitude of techniques in different
areas of research have been proposed to leverage
higher-resource languages for lower-resource lan-
guages. These range from creating bilingual dic-
tionaries, which can be created unsupervised from
just monolingual embedding spaces even for dis-
tant language pairs like English-Chinese Lample
et al. (2018), to using back-translation between
languages to increase performance on machine
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translation (Sennrich et al., 2016).

One of the most known types of transfer learn-
ing is that of Transformer-based multilingual mod-
els, such as multilingual BERT (Devlin et al.,
2019) or Google Neural Machine Translation
(GNMT) (Wu et al., 2016), which train the same
models on multiple languages. These models have
shown to have transfer effects between the lan-
guages in the model. For example, Pires et al.
(2019) have shown that fine-tuning XLM (Con-
neau and Lample, 2019) on natural entity recog-
nition and part-of-speech tagging have transfer ef-
fects between closely related languages. This has
also been confirmed for multilingual BERT in the
context of NLL.! Given these results, we expect to
see a high degree of transfer between English and
Swedish in this study.

The role of language transfer for Swedish has
become increasingly relevant for Swedish NLP
in recent years. Firstly, the question has been
raised of which languages (Swedish, English or
other Nordic languages) to train new models on
(Sahlgren et al., 2021) as creating pre-trained lan-
guage models comes with a large financial and en-
vironmental cost as well as the need for a lot of
data. Secondly, there is an open question to the
extent of which machine translation could be de-
ployed for Swedish NLP as Swedish-English ma-
chine translation of input and output data has been
shown to be effective for Swedish sentiment anal-
ysis (Isbister et al., 2021). Thirdly, there is an
immediate question of how to leverage language
transfer from English seeing that the newly re-
leased SuperLim, a standardized benchmark for
Swedish (Adesam et al., 2020), has many datasets
with little or no training data at all. With this
study, we contribute to answering these questions.
Specifically, we also test if the findings of Isbister
et al. (2021) hold for English-Swedish language
transfer in the context of NLI, an arguably higher-
level reasoning task than sentiment analysis.

2.2 Natural language inference

Developing datasets for natural language infer-
ence (NLI), also called textual entailment, has
been a natural endeavor in the NLP community
based on the assumption that the identification
and resolving of latent logical relations are nec-
essary for language processing. Although, NLI it-

"https://github.com/google-research/
bert/blob/master/multilingual .md#results
(accessed 2022-12-01).
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self is usually not a practical task to solve on an
application-level, it measures the semantic infer-
ence needed to solve other tasks such as question-
answering, reading comprehension and sentiment
analysis.

For English, many datasets have been devel-
oped for NLI. An early dataset is FraCaS (Cooper
et al., 1996), which similarly to the later GLUE
diagnostics (Wang et al., 2018), targets different
categories of logical relations, such as compara-
tives and quantifiers. In recent years, with the de-
velopment of deep learning and the need for big
data, much larger datasets for NLI have been de-
veloped, most notably the Stanford Natural Lan-
guage Inference (SNLI) dataset (Bowman et al.,
2015) and the Multi-Genre Natural Language In-
ference (MultiNLI or MNLI) dataset (Williams
et al., 2018), which use crowdworkers to curate
a large amount of sentence pairs (see Section 3.1
for more details).

While NLI has been viewed as an important
task for measuring natural language understanding
(NLU), as illustrated by its inclusion in the GLUE
and SuperGLUE benchmarks (Wang et al., 2018,
2019), NLI datasets have been extensively scru-
tinized. Multiple studies have shown that perfor-
mance on these tasks can remain high even after
significant transformations of the input, indicating
that certain textual artifacts can be used to solve
the task rather than logical reasoning. For exam-
ple, high performance can still be achieved when
words of specific wordclasses are dropped (Tal-
man et al., 2021), words in a sentences are shuf-
fled randomly (Pham et al., 2021) or when only
the hypothesis is used to predict entailment (Gu-
rurangan et al., 2018). At the same time, however,
NLI datasets do not transfer well out-of-domain
to other NLI datasets, as shown by Talman and
Chatzikyriakidis (2019). The GLUE Diagnostic
dataset, which is used in this study, has, however,
shown to be more robust against such data arti-
facts, at least when tested against the hypothesis-
only baseline of Gururangan et al. (2018) (Wang
et al., 2018).

Challenges, thus, remain in developing NLI
datasets for measuring logical inference. In this
study, we add a different angle to this question by
looking at how sensitive NLI datasets can be to
English-Swedish machine translation.
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3 Datasets & models

For the following study, we use a collection of dif-
ferent NLI datasets and pretrained language mod-
els to assess language transfer capabilities from
English to Swedish. Table 1 lists the datasets and
Table 2 lists the models used in this study.

We use the datasets MNLI and SNLI for
training, which due to their unmatched size are
most suitable for fine-tuning large pretrained
language models.  For testing, we use the
GLUE/SweDiagnostic parallel corpora, which we
use to both evaluate performance as well as to
make fine-grained analysis of specific language
phenomena.

When it comes to choosing models, we select
them based on the criteria that their architectures
are 1) available in both languages and 2) directly
comparable in terms of architectural size. For
these purposes, the BERT-model is naturally fa-
vored since its base-version is available in both
Swedish and English (see Section 3.2).

The following subsections give a closer
overview of the datasets (Section 3.1) and models
(Section 3.2).

3.1 Datasets

SNLI

The SNLI Corpus (Bowman et al., 2015) is the
largest NLI corpus to date. It consists of 570K
human-written sentence pairs labeled either as
contradiction, neutral or entailment. It was cu-
rated through crowd-workers (Amazon Mechan-
ical Turk), where each participant was asked to
make an entailment, neutral and contradiction hy-
pothesis from scene descriptions in the Flickr30K
corpus, resulting in a completely balanced dataset.
Additionally, 10% of the data were validated by
four more annotator crowd-workers.

MNLI

The MNLI corpus (Williams et al., 2018) is a col-
lection of 433K sentence pairs. It was produced
using similar methodology as SNLI: Using crowd-
workers to create hypotheses from a premise and
validating 10% of the resulting labels using other
crowd-workers. What differs from SNLI, how-
ever, is that MNLI draws its premises from ten
different text genres ranging from transcribed tele-
phone calls to magazine articles, and without ac-
companying images. Five of these genres, how-
ever, are a separate mismatched subset of the data



Dataset Available language(s)  Split(s) Split size(s)

MultiNLI matched English train, dev, test (hidden) 392,702/ 10,000/ 9796
MultiNLI mismatched  English dev, test (hidden) 10,00 /9,847

SNLI English train, dev, test 550,153 /10,000 / 10,000
GLUE/SweDiagnostics English, Swedish test 1,104

Table 1: Datasets used in this study. Splits refers to the available splits of the model, and split sizes are

the number of samples in each given split.

and only come in the development and test split
in order to test a system’s performance on out-of-
domain data.

GLUE/SweDiagnostics

The GLUE diagnostic is an NLI dataset, which is
included in the GLUE (Wang et al., 2018) and Su-
perGLUE (Wang et al., 2019) evaluation bench-
marks. The dataset consists of 1106 hand-picked
sentence pairs from four different text sources
(ACL proceedings, Artificial, News, Reddit and
Wikipedia). Each sample is labeled with addi-
tional linguistic phenomena, which the inference
relation relies on. The hypothesis and premise
only differ in the targeted linguistic phenomenon,
so if the inference is not correctly classified, the
assumption is that the system cannot handle the
targeted linguistic phenomenon. There are linguis-
tic phenomena of 33 different fine-grained cate-
gories across four coarse-grained categories (lexi-
cal semantics, predicate-argument structure, logic
and common sense). Table 4 in the Appendix
shows the full list of fine-grained categories as
well as their frequency in the dataset.

Because of this human-curated process, the
dataset does not represent a natural language dis-
tribution (Belinkov and Glass, 2019, Section 4)
from the corpora it draws its samples from and is
limited in testing for overall performance. Rather,
it diagnoses the system’s ability to solve specific
language phenomena. Since the dataset is unbal-
anced, the metric used in GLUE/SuperGLUE is
R3 (Gorodkin, 2004) a three-class generalization
of Matthews correlation coefficient (MCC), which
we also use in this study.

SweDiagnostics is the Swedish, manually trans-
lated version of GLUE diagnostics. It is part of the
SuperLim project (Adesam et al., 2020), which is
an evaluation benchmark for Swedish.

3.2 Models

In this study, we use three BERT models to com-
pare for transferability: The Swedish monolingual
BERT-base model of the National Library of Swe-
den (Malmsten et al., 2020), the original mono-
lingual English BERT-base model of Devlin et al.
(2019) and the multilingual BERT model. The rea-
sons for choosing these models is because they (1)
are architecturally of the same size (12 layer, 768-
hidden, 12-heads, 110M parameters) and (2) use
roughly the same source of data for training. See
Table 2 for comparison.

Model name

Trained on Data sources

KB-BERT

Books, news,
government publications,
Swedish Wikipedia,
internet forums

Swedish

mBERT

Wikipedia of

100 languages 100 languages

BERT

BooksCorpus,

English English Wikipedia
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Table 2: Models used for this study. We use Model
name to refer to specific models in the paper.

4 Method

Our methodology consists of firstly training dif-
ferent BERT models using two types of language
transfer (Section 4.1) and, secondly, evaluating
their performance on the GLUE/SweDiagnostics
parallel corpora (Section 4.1).> Table 3 illustrates
the training and evaluation setup in detail.

4.1 Training procedure

Using the datasets and models laid out in Sec-
tion 3.1 and 3.2, we compare two types of
English-Swedish language transfer: multilingual
pre-training and fine-tuning on English-Swedish
machine translated data. For this, we deploy
three different training procedures: The first is to

2The code for the experiments is available on-

line: https://github.com/felixhultin/
nli-lang-transfer—-experiments
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https://github.com/felixhultin/nli-lang-transfer-experiments

fine-tune the multilingual BERT model on English
and to rely only on the language transfer effects
of pre-training. The second is to fine-tune the
Swedish monolingual BERT model on English-
Swedish machine translated data, which has been
shown to be efficient for Swedish-English lan-
guage transfer in the context of sentiment analysis
(Isbister et al., 2021). The third is to also fine-
tune the multilingual BERT on English-Swedish
machine translated data for complete comparison.
For machine translation, we use the OPUS—-MT
framework (Tiedemann and Thottingal, 2020). Fi-
nally, as a baseline, we compare the results to the
performance on the monolingual English BERT
model.

For fine-tuning, we use the same training regi-
men for all models. We use Adam (Kingma and
Ba, 2014) with an intial learning rate of 1075, a
dropout (Srivastava et al., 2014) probability of 0.1,
a batch size of 80 and train for 3 epochs.

The resulting models are, henceforth, re-
ferred to by the pretrained language model name
(KB-BERT/mBERT/BERT) and the dataset (mn1i
or snli) it has been fine-tuned on, as specified
in Table 3. For example, KB—BERT, fine-tuned
on English-Swedish machine translated SNLI
is called KB-BERT.snli-sv and BERT fine-
tuned on the English MNLI is called BERT .mn1i

4.2 Evaluation

We evaluate on the GLUE/SweDiagnostic dataset
by overall performance and fine-grained cate-
gories in order to see to which degree specific
linguistic phenomena transfer from English to
Swedish. Since the distribution of labels (i.e. en-
tailment, neutral and contradiction) is unbalanced,
we use R3 (Gorodkin, 2004), the three-class gen-
eralization of the Matthews correlation coefficient.
As a sanity check, we evaluate all models on both
the GLUE- and SweDiagnostics dataset.

For reference, we also provide the results of
the evaluation on the MNLI and SNLI datasets
in Figure 4 in the Appendix. However, since the
Swedish test data here is machine translated into
Swedish and its translation quality has not been
manually checked, it is not known which inference
relations still hold after translation. Therefore, it is
impossible to know to which extent the results re-
flects machine translation quality or the model’s
ability to solve the task and should be taken with a
grain of salt.
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5 Results

5.1 Overall performance

Figure 1 shows the results on the
GLUE/SweDiagnostic dataset of all the models.
As expected, the English monolingual BERT base-
line model does better on GLUE Diagnostics than
on SweDiagnostics (+0.18 MCC on BERT .mn1i
and +0.19 on BERT.snli), while the Swedish
monolingual KB-BERT model does better on
SweDiagnostics than on GLUE Diagnostics
(+0.18 MCC on KB-BERT .mnli-sv and +0.09
on KB-BERT.snli-sv). The multilingual
mBERT model performs more evenly on both
GLUE Diagnostics and SweDiagnostics (e.g.
0.05 MCC difference on mBERT.mnli and
0.01 on mBERT.snli)), however, it also does
better on GLUE Diagnostics when fine-tuned
on original English data (mnBERT.mnli/snli)
and better on SweDiagnostics when fine-
tuned on Swedish machine translated data
(mBERT.mnli-sv/snli-sv).

These results show that for both the mono-
lingual Swedish KB-BERT model and the mul-
tilingual BERT model, fine-tuning on machine
translated data achieves complete level of lan-
guage transfer — at least in terms of per-
formance (Q1). In fact, we even see the
Swedish KB-BERT.mnli-sv model perform
slightly better (+0.02 MCC) than the English
BERT.mnli baseline. While language transfer
only from pre-training gives an immediate and
considerable performance boost, it does not reach
the same extent of completeness as fine-tuning
on machine translated data (Q1 & Q2). For
example, compare the +0.4 MCC better perfor-
mance of mBERT .mn1i-svtomBERT.mnli on
SweDiagnostics. Similar trends can be observed
when evaluating model performance on MNLI and
SNLI (see Figure 4 in the Appendix), which fur-
ther consolidates the fact that training on English-
Swedish machine translated data does not impact
existing performance on English.

5.2 Performance by linguistic phenomena

When comparing performance between NLI
datasets, we see that the models fine-tuned on
MNLI perform considerably better than those fine-
tuned on SNLI — indicating that the multi-genre
MNLI gives rise to broader generalization. In the
light of this, we now focus on these models to
compare between fine-grained linguistic phenom-



Model Training data

Test data

KB-BERT

MNLI (MT en-sv)

SNLI (MT en-

SV)

MNLI

mBERT SNLI

GLUE/SweDiagnostics

MNLI (MT en-sv)

SNLI (MT en-

SV)

BERT MNLI

SNLI

Table 3: Training and evaluation setup for the different language transfer procedures and the English
baseline. “MT en-sv” is short for machine translated from English to Swedish.
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Figure 1: Model performance (MCC) on GLUE/SweDiagnostics (grouped by color).

ena more closely. Figure 2a compares the results
of the Swedish KB-BERT.mnli-sv model to
the baseline BERT . mn11i model, evaluated on the
SweDiagnostics and GLUE Diagnostic dataset, re-
spectively. Here, there is comparable performance
between models by fine-grained linguistic phe-
nomena despite the fact that there are big differ-
ences between fine-grained categories. Only five
fine-grained phenomena differ by more than 0.1
MCC and only one phenomenon (Double Nega-
tion) differ by more than 0.2 MCC.

Figure 2b compares mBERT.mnli to
BERT.mnli, which are also evaluated on
the SweDiagnostics and GLUE Diagnostic
dataset, respectively. =~ When comparing these
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results to Figure 2a, we see that the BERT .mnl11i
baseline model performs markedly better than
the multilingual mBERT .mnli model by many
linguistic phenomena. Some phenomena stand
out, such as “Datives”, “Morphological negation”
and “Quantifiers”.

Figure 2c compares mBERT.mnli-sv to
BERT.mnli. The performance here is not on the
same level as the KB-BERT.mnli-sv, but we
see that the gap is narrowed in some categories
seen in Figure 2b by training on English-Swedish
machine translated data. “Active Passive”, “Core
args”, “Datives” and “Double negation” stand out
in particular, which perform 0.24, 0.23, 0.28 and
0.36 MCC better than when relying only on pre-
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Figure 2: Overlapping barchart comparing Matthews correlation coefficient (MCC) of two models by
fine-grained phenomenon from the GLUE Diagnostic dataset, The results of one model is in transparent
color bars and the other in thick color bars. Bars are grouped by coarse-grained phenomena with
different colors and the bar labels indicate the absolute difference in MCC between models.

training (see Figure 2b). can be seen in mBERT.mnli-sv. Thus, this

Given the high similarity in performance on
the GLUE/SweDiagnostic dataset of the English
baseline BERT .mnli and KB-BERT.mnli, we
check explicitly if this is because they make the
same predictions. We therefore test prediction
agreement between the models as well as the gold
labels for reference. Figure 3 shows the results and
confirms a strong model agreement (0.71 MCC)
between KB-BERT.mnli and BERT.mnli as
well as a slightly lower model agreement (0.63
MCC) between BERT .mnli and mBERT .mn1i.
Similar transfer effects from machine translation

confirms that the similarity in performance of the
models is largely because they are making the
same predictions.

6 Discussion

The results show that even for a high-level reason-
ing task such as NLI, English-Swedish language
transfer can be made without any considerable loss
in performance (Q1). This finding is further solid-
ified when comparing by different linguistic phe-
nomena where the performance is comparable to
an equivalent English baseline (Q3). When com-
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Figure 3: Model prediction agreement

(MCC) of the MNLI-based models on the
GLUE/SweDiagnostic dataset. “Gold” are the
true labels.

paring different types of language transfer, we see
that that fine-tuning on English-Swedish machine
translated data performs markedly better than re-
lying only on language transfer from multilingual
pre-training. Thus, it confirms the findings of
Isbister et al. (2021) that leveraging machine trans-
lation between English and Swedish is an effective
method of language transfer (Q2).

The high similarity in model performance and
prediction agreement suggests that the informa-
tion used by the BERT model to predict inference,
is not lost after English-Swedish machine transla-
tion. Conversely, this also suggests that whatever
language information is lost after machine trans-
lation, it is not essential for predicting inference.
This further highlights, as previous studies have,
the brittleness of NLI as a measurement of nat-
ural language understanding. If we were to as-
sume that (a) the model uses logical reasoning to
solve NLI and (b) important entailment informa-
tion is lost after machine translation, then the per-
formance after language transfer should vary con-
siderably. However, since that is not the case, it
seems more plausible that the model uses other
textual artifacts to predict inference. Alternatively,
the entailment relation between the hypothesis and
premise does not change considerably after ma-
chine translation. Since we do not know, however,
the extent to which entailment relations hold after
machine translation, we cannot know for certain
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and, thereby, could be a question for future studies
to explore.

Given the observations above, it is also impor-
tant to take into account that the results of this
study are only as generalizeable as the peculiari-
ties of the GLUE/SweDiagnostic dataset. Its rel-
atively small size (1106 sentence pairs), choice of
genres, linguistic phenomena and annotation pro-
cedure might not generalize to all cases of NLI
language transfer. In particular, since SweDiag-
nostics was manually translated into Swedish from
English, it most likely has translationese (Geller-
stam, 1986) elements in it and might, thus, nat-
urally be biased towards machine translation out-
put. Furthermore, translating premise and hypoth-
esis independently, has been shown to reduces lex-
ical overlap between the sentences (Artetxe et al.,
2020), which could help the model not overfit on
spurious annotation artefacts. Until a unique NLI
dataset for Swedish is created, which samples are
taken from naturally occurring spoken or written
Swedish, we cannot know the extent to which this
impacts the results.

7 Conclusion

In this study, we show that for the high-level rea-
soning task of NLI, English-Swedish language
transfer can be done without any considerable loss
in performance. We also see that for a model
which uses machine translation for training, there
is no considerable loss by any specific linguistic
phenomenon. Meanwhile, a multilingual model
which only relies on pre-training for language
transfer does not see the same level of language
transfer.

Given the increasing reliance on English-
Swedish language transfer as a result of the de-
velopment towards larger models with need for
more training data in NLP, we see a need for
further studies into the potential effects of lan-
guage transfer on Swedish. In this effort, under-
standing the role of English-Swedish translation
as well as comparing these results to datasets that
are based on naturally occurring written or spo-
ken Swedish, will be essential to understand the
true impact of English linguistic and cultural influ-
ences on English-Swedish language transfer. Fi-
nally, applying similar studies to newer and larger
pretrained language models, such as GPT-SW3,
will become even more important as they will be
used more broadly in the future.
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Appendix

B BERT.mnli == mBERT.mnli-sv . mBERT.snli
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Figure 4: Accuracy on the MNLI and SNLI datasets. Bars are grouped by task and color indicates model.

mBERT, and KB-BERT, are evaluated on the English-Swedish machine translated version of MNLI and
SNLI while the English baseline BERT is evaluated on the original English version.
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Coarse-grained Fine-grained Size Neutral Entailment Contradiction
Factivity 68 37 17 14

Lexical entailment 140 37 49 54

Morphological negation 26 2 14 10

Lexical Semantics Named entities 36 12 18 6
Quantifiers 52 18 14 20

Redundancy 26 2 24 0

Symmetry/Collectivity 28 8 20 0

Active/Passive 34 17 15 2
Anaphora/Coreference 58 22 24 12

Coordination scope 40 16 14 10

Core args 52 15 27 10

Datives 20 4 14 2

Predicate-Argument Ellipsis/Implicits 34 4 16 14
Structure Genitives/Partitives 20 2 16 2
Intersectivity 46 25 19 2

Nominalization 28 4 18 6

Prepositional phrases 68 32 34 2

Relative clauses 32 16 12 4

Restrictivity 26 9 17 0

Conditionals 32 8 18 6

Conjunction 40 15 15 10

Disjunction 38 17 15 6

Double negation 28 2 22 4

Downward monotone 30 17 13 0

Logic Existential 20 9 7 4
Intervals/Numbers 38 11 9 18

Negation 82 22 8 52

Non-monotone 30 17 7 6

Temporal 32 11 11 10

Universal 18 5 7 6

Upward monotone 34 19 15 0

Knowledge Common sense 150 36 56 58
World knowledge 134 39 63 32

Table 4: GLUE diagnostics coarse- and fine-grained phenomena of language phenomena.
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Word Substitution with Masked Language Models
as Data Augmentation for Sentiment Analysis
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Abstract

This paper explores the use of masked lan-
guage modeling (MLM) for data augmen-
tation (DA), targeting structured sentiment
analysis (SSA) for Norwegian based on a
dataset of annotated reviews. Considering
the limited resources for Norwegian lan-
guage and the complexity of the annota-
tion task, the aim is to investigate whether
this approach to data augmentation can
help boost the performance. We report on
experiments with substituting words both
inside and outside of sentiment annota-
tions, and we also present an error anal-
ysis, discussing some of the potential pit-
falls of using MLM-based DA for SSA,
and suggest directions for future work.

1 Introduction

One important challenge in sentiment analysis,
like for most areas of NLP approached as super-
vised learning tasks, is that of limited availabil-
ity of labeled training data. As annotation is typi-
cally a manual process requiring human experts —
thereby incurring a high cost in terms of time, ef-
fort, and money — the creation of labeled training
data represents a major bottleneck, especially for
smaller languages like Norwegian. At the same
time, we know that the amount of training exam-
ples is the most important driver for increasing
model performance. This paper reports on prelim-
inary results with using a pre-trained masked lan-
guage model (MLM) for data augmentation (DA),
applying the MLM to generate alternative substi-
tutions for different words in the training data.
More specifically we investigate the role of MLM-
based DA for the task of so-called structured sen-
timent analysis (SSA), i.e. predicting not just the
positive/negative polarity of a text, but also the
spans of polar expressions, targets and holders
(Barnes et al., 2022).
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We start by briefly discussing related work, be-
fore presenting the resources used in our experi-
ments. We then discuss the details of the data aug-
mentation strategy, before presenting our experi-
mental results, including an error analysis.

2 Related work

Previous work on data augmentation in NLP can
be viewed as either augmenting the feature space
(e.g. interpolation techniques, addition of noise)
versus augmentation of the (input) data space,
where augmentation can take place at charac-
ter, word, phrase or document-level (Bayer et al.,
2022). While rule-based approaches to data aug-
mentation have been studied, a majority of cur-
rent DA-research within NLP falls within a model-
based approach to augmentation of the input data
(Feng et al., 2021). Examples of these tech-
niques range from DA through back-translation
(Sennrich et al., 2016) via seq2seq-based gener-
ation of paraphrases (Kumar et al., 2020) to the
current widespread use of pre-trained LMs to gen-
erate text augmentations (Kobayashi, 2018; Yang
et al., 2020). The latter approach is also the one
adopted in this paper. Within the field of senti-
ment analysis, a specific challenge has been the
issue of label preservation (Bayer et al., 2022),
i.e. avoiding a switch of polarity following aug-
mentation. Both lexicon-based (Hu et al., 2019)
and embedding-based (Feng et al., 2019) methods
for substitution, or combinations of the two, have
been proposed to address this challenge.

The previous work that is perhaps closest to that
of the current paper is that of Chen et al. (2022),
both in terms of DA approach and application
task. In the context of the 2022 SemEval Shared
Task (task 10) on structured sentiment analysis
(Barnes et al., 2022), Chen et al. (2022) augment
the training datasets by masking out each token
in turn and generating replacements with XIL.M-
RoBERTa-large, only accepting the top 5 most

Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
(RESOURCEFUL-2023), pages 42-47, May 22, 2023 ©2023 Association for Computational Linguistics



Strong Positive

[

HOLDER POLAR TARGET
Vi ble over bildekvaliteten
We were positivly surprised by picture-quality

Figure 1: Example annotation from NoReCg,,

confident word predictions. Chen et al. (2022)
augments sentiment-bearing sentences only, but
exclude replacements for tokens that are within the
span of polar expressions.

3 Sentiment dataset and models

The Norwegian Review Corpus — NoReC (Velldal
et al., 2018) — is a corpus of professional reviews
gathered from multiple Norwegian news sources
and spanning a wide range of different domains
(books, music, movies, games, restaurants, var-
ious consumer goods, and more). A subset of
this corpus, NoReCy, (@vrelid et al., 2020), com-
prises 11437 sentences that have been annotated
for so-called structural or fine-grained sentiment
information. The annotations indicate the span
of polar expressions, their corresponding holder-
and target expressions, and the associated polarity
(positive/negative) and intensity (on a three-point
scale), see Figure 1 for an example. Our experi-
ments are performed on the pre-defined splits of
the NoReCy;,,, dataset.

All our experiments are based on the classi-
fication architecture described by Samuel et al.
(2022), which adapts the graph-based semantic
parser PERIN by Samuel and Straka (2020) for
the task of structured sentiment analysis, achiev-
ing state-of-art results by directly predicting senti-
ment graphs from text. We will refer to this archi-
tecture as SSA-PERIN.!

A Norwegian instance of the BERT (base,
cased) architecture (Devlin et al., 2019) dubbed
NorBERT?2 and released by the NorLM initiative
(Kutuzov et al., 2021) is used both for training
our SSA-PERIN models and also for generating
substitutions in our MLM-DA experiments. It
features a 50 000 WordPiece vocabulary and was

'We use the training configuration described in Samuel
et al. (2022): AdamW optimizer (Loshchilov and Hutter,
2019) with the learning rate linearly warmed-up for the first
10% of the training span, and then decayed with a cosine
schedule. We use the labeled edge-encoding and disabled
character embeddings.
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trained using Whole Word Masking on the pub-
lic part of the Norwegian Colossal Corpus (NCC)
(Kummervold et al., 2022) and the Norwegian part
of the mC4 corpus (Raffel et al., 2019), compris-
ing a total of ~ 15 billion tokens.

4 Data augmentation strategy

Our augmentation approach comprises three steps:
(1) iterate through the sample text we want to aug-
ment, replacing each word in turn with a place-
holder token; (2) prompt the LM to generate a re-
placement for the placeholder; and (3) if the prob-
ability for the prediction is above a given threshold
p, add the sentence with the generated replacement
to the augmented training set.

Our DA approach is similar to that of Chen et al.
(2022), but differs in that we exhaustively consider
replacements for all tokens in all sentences in the
training data (not just the top 5 most probable re-
placements for sentiment-bearing sentences only),
and we also test the effect of allowing replace-
ments inside spans annotated as polar expressions.
For the latter, we experiment with constraining the
candidates by only allowing replacements that do
not represent a switch of polarity with respect to
the sentiment lexicon NorSentLex? (Barnes et al.,
2019). In addition, we present separate experi-
mental results for replacing tokens only inside or
only outside annotation spans (target, holder, and
polar expressions), and both, while also testing
different values for the confidence threshold.

5 Experimental results and discussion

Below we first describe the tested model con-
figurations and evaluations measures, before dis-
cussing the results and presenting an error analy-
sis, including suggestions for future work.

Description of configurations. We test the fol-

lowing augmentation strategies:

* Baseline: SSA-Perin trained on the original
non-augmented NoReC,, data.

* Outside: Using NorBERT2 to for generat-
ing new tokens, but only outside the spans
of the original sentiment annotations. We
also test various confidence thresholds, p €

{0.15,0.5,0.75}.

* Inside: Like above, but considering tokens that
are inside the annotation spans only.

https://github.com/ltgoslo/norsentlex
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p DA-rate Tuple Targets +/—

Baseline n/a 0% 42.68 5531 9220
3 0.15 312%  41.60 5471 91.89

= 0.50 59% 44.44 57.23  92.07

o 0.75 18% 43.72 56.88 92.32

3 0.15 190%  43.07 56.24  90.52

'z 0.50 33%  44.37 5724 91.88

- 0.75 9%  44.06 56.31 92.16
In/Out 0.75 27%  43.95 56.64 92.19
In/Out+Lex  0.75 21%  43.68 5526  92.66
Upsampled n/a 27%  43.33 56.77  92.02

Table 1: Results for various configurations on the
NoReCp,, development data. DA-rate corresponds
to the percentage-wise increase in training sen-
tences for a given MLM probability threshold p.

* In/Out: Generating new tokens for positions
both inside and outside sentiment annotations.
Note that we only do this for the threshold p >
0.75, as this has the lowest training time.

In/Out+Lex: Like In/Out above, but addi-
tionally constraining augmentation by reject-
ing substitutions that change the a priori lex-
ical positive/negative polarity for words listed
in the NorSentLex sentiment lexicon.

Upsampled: a control experiment where we
duplicate the sentences in the training set with
the same ratio as for the In/Out 0.75-threshold
run, but without any token replacements.

Evaluation measures. We use three different
evaluation metrics: (1) F1 score for the full
sentiment-tuple, as described by (Samuel et al.,
2022). This is a rather strict measure that takes
into account the predictions of all expression spans
— targets, holders, and polar expressions — in ad-
dition to the polarity. (2) Target F1 considers
only the prediction of target expressions. Finally,
(3) the +/— score is the accuracy of the posi-
tive/negative polarity prediction for the correctly
predicted targets. For all configurations we run the
models five times and report the averages.

Discussion of results. While we can see from
the development scores in Table 1 that there are
no huge differences in overall results, some trends
are indeed noticable. We find that most of the
augmented configurations perform better than the
non-augmented baseline. However, our results so
far do not allow us to conclude whether perform-
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Figure 2: Showing the individual results for each
of the 5 different runs for each configuration on
the NoReCj,,, development data.

ing data augmentation only inside or outside of an-
notations, or both, works best. It is clear, though,
that the confidence threshold of 0.15 is too low, es-
pecially when allowing substitutions outside of the
sentiment annotations (which also yields the high-
est DA-rate), and the optimal threshold is likely
somewhere in the higher range, between 0.5-0.75,
and some further fine-tuning could be worthwhile.

It is interesting to observe the effect of adding
the constraint that substitutions within the span
of annotated polar expression are not allowed to
switch the a priori word polarity with respect to
a sentiment lexicon. Looking at the development
results, this appears to indeed slightly boost the
scores of the polarity predictions themselves. The
same boost can not be seen for the held-out re-
sults in Table 2, however. Moreover, this con-
straint seems to reduce the scores for the target
expressions and the full sentiment tuple, although
this might potentially just be due to the corre-
sponding reduced augmentation rate (given that
certain substitutions are blocked). We believe an
interesting direction for future work could be to
implement more accurate strategies for detecting
polarity-shifts during augmentation.

As can be seen in Figure2, there is some amount
of variance for all configurations, making compar-
isons more difficult. Further tuning of the learning
rate and regularization might be beneficial to re-
duce the variance. Note that we also tested a con-
figuration where we merged all word substitutions
for a given training example into a single sentence.
The rationale for this was to test whether our stan-



p DA-rate Tuple Targets +/—

Baseline n/a 0% 43.39 54.13  92.59
Outside 0.50 59%  45.08 56.18 92.95

) 0.75 18% 44.33 55.39 9274
Inside 0.50 33% 43.19 55.76  92.46
0.75 9%  43.38 55.62  92.49

In/Out 0.75 27%  44.12 56.44 93.19
In/Out+Lex  0.75 21%  43.66 55.53 9255
Upsampled n/a 27%  43.53 5641 9233

Table 2: Results for various configurations on the
NoReCy. held-out test data. DA-rate corresponds
to the percentage-wise increase in training sen-
tences for a given MLM probability threshold p.

dard approach of multiplying out all substitutions
in the augmented data, adding a near-duplicate in-
stance of a training sentence for every word substi-
tution, could cause overfitting. However, we found
that for these runs the training would in several
cases not converge (hence this configuration is not
included in the table of results). Inspection also
reveals that this approach more often end up gen-
erating semantically incoherent sentences. On the
other hand, we see that the runs with the upsam-
pled sentences yields quite robust results, with less
variance than some of the DA-configurations, so
overfitting from upsamplig effects does not seem
to be an issue. Indeed, we see that the results of
the upsampled runs very closely match those of
the corresponding augmented runs, thereby indi-
cating that some of the gains seen from MLM-DA
may in fact simply stem from upsampling effects
(e.g., by mitigating the possible undertraining of
the baseline model).

Error analysis of augmented examples. Below
we include some examples that show how seem-
ingly minor changes to the original text can subtly
impact polarity, potentially invalidating the orig-
inal annotation. They also demonstrate some of
the potential pitfalls of using MLM-based word
substitutions for DA. When showing example sen-
tences in the augmented data, we use the format-
ting original/substitution to indicate the original
masked-out word and the generated substitution.
As a first case in point, the distributional word
similarity captured by LMs will often lead a model
to consider antonyms interchangeable, which in
some contexts can reverse the polarity conveyed
by the overall utterance, as in the example below:

(1) En kollega av meg sluttet/begynte d se serien

‘A colleague of mine stopped/started
watching the series’

In some cases, changing even just the tense of a
verb can have subtle implications for the polarity,
as in the example below:

(2) Vi har/hadde har fortjent dette trofeet
‘We have/had deserved this trophy’

There also appears to be a slight tendency for
closed-class words to be replaced, rather than con-
tent words. This is perhaps not so surprising,
given that the probability for such replacements
will likely be higher. However, these replacements
also tend to surprisingly often nudge the polarity
in new directions, as in the examples below:

(3) Det er en interessant dokumentar , men/som
holder et sveert hgyt tempo.
‘It is an interesting documentary, but/which
holds a very high pace.’

(4) Ikke minst er det ggy d se det i 3D —
hvor/selvom dansernes piruetter nesten
pirker deg pd nesa.

‘Not the least is it fun to watch it in 3D —
where/although the dancers’ pirouettes
almost pricks you on the nose.’

Filtering words to be masked based on part-of-
speech and/or frequency could perhaps be con-
sidered for countering some of the effects of the
thresholding, shifting the augmentation more to-
wards content words. We also find other exam-
ples that indicate that some tokens should perhaps
be barred from masking and/or substitution, e.g.
negation cues like ikke (‘not’).

6 Conclusion

We have presented a suite of experiments with us-
ing a pre-trained masked language model for aug-
menting the annotated training data for structured
sentiment analysis. While we find that the de-
scribed augmentation strategy often leads to im-
provements, the effects are modest, and high vari-
ance makes it difficult to draw definite conclu-
sions. Our analysis of the results, based on a
dataset of annotated Norwegian review data, point
to several directions for further research on this
topic, such as filtering candidate tokens for sub-
stitution with respect to frequency, PoS, polarity,
negation cues, and more.
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Abstract

With the advent of weakly supervised
ASR systems like Whisper, it is possible to
train ASR systems on non-verbatim tran-
scriptions. This paper describes an effort
to create a large Norwegian dataset for
weakly supervised ASR from parliamen-
tary recordings. Audio from Stortinget,
the Norwegian parliament, is segmented
and transcribed with an existing ASR sys-
tem. An algorithm retrieves transcripts
of these segments from Stortinget’s of-
ficial proceedings using the Levenshtein
edit distance between the ASR output and
the proceedings text. In that way, a dataset
of more than 5000 hours of transcribed
speech is produced with limited human ef-
fort. Since parliamentary data is public
domain, the dataset can be shared freely
without any restrictions.

1 Introduction

Until recently, automatic speech recognition
(ASR) models needed to be trained on speech
recordings and verbatim transcriptions of such
recordings. Transcribing speech manually word-
by-word takes time, and is often difficult. There-
fore, there was a limited amount of suitable train-
ing data for smaller languages. At the time of
writing, the ASR datasets with an open license
available for Norwegian amount to less than 1000
hours (Solberg and Ortiz, 2022). With the advent
of transformer-based ASR systems, the possibil-
ity has opened up for using non-dedicated datasets
as training data for ASR (Baevski et al., 2020;
Radford et al., 2022). In 2022, OpenAl released
Whisper, a multilingual ASR model trained on 680
000 hours of audio and subtitles collected from
videos online, which performs well across many
languages (Radford et al., 2022).
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Weakly supervised ASR training, training ASR
models on non-verbatim transcriptions such as
subtitles, makes it possible to harvest large quan-
tities of pairs of audio and transcription, which is
a great advantage for under-resourced languages
like Norwegian. As Whisper is not trained on ver-
batim transcriptions, it often does not produce ver-
batim transcriptions either: It tends to write easily
readable text even when the speaker stutters, re-
peats herself etc. To some degree one might say
that the transcriptions represent what the speaker
means rather than what the speaker says. For many
downstream tasks such as transcribing videos and
interviews, this is the desirable outcome.

This paper describes an ongoing effort to cre-
ate a dataset for weakly supervised ASR train-
ing with data from Stortinget, the Norwegian par-
liament. Using a method described in (Ljubesic
et al., 2022), we have aligned segments of audio
from meetings at Stortinget with corresponding
text segments in the official proceedings. This re-
sults in a 5000+ hours dataset, 1245 of which may
be considered near-verbatim. An advantage of us-
ing parliamentary data is that there are no copy-
right or privacy restrictions on the audio data or the
textual data. The dataset will therefore be made
available with an open license on HuggingFace.

2 Background

Until 2021, the only large, open dataset for Nor-
wegian ASR training was a 540 hour dataset with
manuscript-read speech made by the firm Nordisk
sprakteknologi (NST) at the beginning of the mil-
lenium.! This is a reasonable dataset for ASR
of scripted speech, but it is insufficient as train-
ing data for unscripted, spontaneous speech, as it
lacks dialectal phenomena as well as hesitations,
stuttering, repetitions and other features typical
of unplanned speech. Moreover, the dataset has

"https://www.nb.no/sprakbanken/en/
resource—-catalogue/oai-nb-no-sbr-54/
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almost exclusively transcriptions in Bokmal, the
more used of the two written standards of Norwe-
gian. There were no appropriate datasets for ASR
training with transcriptions in the other standard,
Nynorsk, which is closer in spelling to many rural
dialects, particularly on the west coast, and is used
by a sizeable minority of the population.

In 2021, the Language Bank at the National
Library of Norway released the Norwegian Par-
liamentary Speech Corpus (NPSC), consisting of
126 hours of transcribed speech from meetings at
Stortinget in 2017 and 2018.> The NPSC is tran-
scribed verbatim by linguists and philologists, and
the transcriptions are tailor-made for ASR training
and testing. While the members of parliament of-
ten read from a manuscript, a large amount of the
NPSC is unplanned speech and dialectal speech,
and Solberg and Ortiz (2022) showed that train-
ing ASR models on the NPSC has a beneficial ef-
fect on the word error rate (WER) across Norwe-
gian dialects compared to models trained on the
NST dataset only. Moreover, using the NPSC as
training data decreased the differences in WER be-
tween dialects.

About 13% of the transcriptions in the NPSC
are in Norwegian Nynorsk. The Al lab at the Na-
tional Library of Norway fine-tuned separate, un-
supervised wav2vec2 models on the Bokmal and
Nynorsk transcriptions of the NPSC (De la Rosa
et al., 2023). The 1B parameter Bokmal model?
obtains a WER of 6.4% on the Bokmal part of the
NPSC test set, and the 300M parameter Nynorsk
model* obtains a WER of 12.7% on the Nynorsk
part of the test set. In informal tests, the models
also give decent results on non-parliamentary data,
although not quite as good as on recordings from
Stortinget.

While the NPSC is a valuable resource for
speech recognition of Norwegian, more data is
needed. However, manual, verbatim transcription
is very time-consuming, expensive and difficult
to do in a systematic way. There are often both
recordings and official non-verbatim transcripts of
meetings of parliaments, and there have been sev-
eral successful efforts of extracting transcription
from parliamentary data (Helgadéttir et al., 2017;

https://www.nb.no/sprakbanken/en/
resource-catalogue/oai-nb-no-sbr-58/

*https://huggingface.co/NbAiLab/
nb-wav2vec2-1b-bokmaal

‘nttps://huggingface.co/NbAiLab/
nb-wav2vec2-300m-nynorsk
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Iranzo-Sanchez et al., 2020; Kirkedal et al., 2020;
Virkkunen et al., 2022). As the parliamentary tran-
scripts are not verbatim and older ASR systems
need verbatim transcriptions as training data, the
extraction process often involves significant data
cleaning to retain only fragments which are verba-
tim or close to verbatim (see e.g. Kirkedal et al.,
2020).

Ljubesi¢ et al. (2022) describe the creation of
a 1860 hour ASR dataset from Croatian parlia-
mentary data, ParlaSpeech-HR. The transcriptions
are automatically extracted and are not necessar-
ily verbatim, but a score indicates how closely the
ASR output and the extracted transcription match.
They fine-tuned multilingual and Slavic wav2vec2
models on a 300 hour subset of the data. The best-
performing model has a WER of 4.3% on the test
set of ParlaSpeech-HR.

Radford et al. (2022) show that it is possible
to obtain good ASR results with weak supervi-
sion, using subtitles as training data. Audio seg-
ments of parliamentary speech aligned with offi-
cial proceedings may be a good data source for
weakly supervised ASR: There is a large amount
of accessible speech data, and there are transcrip-
tions created by humans. Furthermore, like sub-
titles, the parliament proceedings transcribe what
the speakers mean instead of transcribing word
by word what the speakers say, and they corre-
spond more closely to the desirable output in many
downstream tasks.’

3 Producing the dataset

3.1 Retrieving and segmenting the data

The audio for the dataset was obtained by retriev-
ing the links to all the videos in the Stortinget
video archive®, which contains videos of most ple-
nary meetings from 2010 to 2022. We then ran the
audio files through voice activity detection (VAD)
using Silero VAD.” The tool often produces seg-
ments of just a few seconds. These segments
are too short for the subsequent extraction task.
We therefore used code from the ParlaSpeech-HR

SThere are situations where transcriptions should be ver-
batim, such as investigative police interviews and linguistic
research. For such use cases, wav2vec2 models trained on
dedicated ASR datasets, e.g. the NPSC, may be a better op-
tion.

*https://www.stortinget.no/no/
Hva-skjer-pa—-Stortinget/Videoarkiv/
Videoarkiv/

"https://github.com/snakers4/
silero-vad



project which merges shorter segments together
to larger segments up to 30 seconds.® Using the
timestamps from this segmentation, we split the
audio extracted from the Stortinget video files into
smaller mp3 files with a sampling rate of 16 kHz.
The total duration of the identified speech seg-
ments is 6182 hours.

The textual data from the official proceedings
are taken from the ParlaMint-NO corpus, which
contains the proceedings from Stortinget from
1998 to 2022.° ParlaMint-NO is part of the Eu-
ropean ParlaMint project and contains rich meta-
data on a standardized format, e.g. on the gender
and date of birth of the speakers and the written
standard (Bokmal or Nynorsk) of the paragraphs
(Erjavec et al., 2022). We have not yet used the
metadata from ParlaMint-NO in this project.

3.2 Producing Automatic Transcriptions

All audio segments were transcribed using the
NBAiLab wav2vec2 models, as described in
(De la Rosa et al., 2023). These models exist
both as a large (1B) Norwegian Bokmal version
and a base (300M) Norwegian Nynorsk version.
Both models were used in the processing of the au-
dio segments, producing a transcription in Bokmal
and a transcription in Nynorsk for each segment.
The models were obtained from HuggingFace, and
the Transformers Pipeline was employed for auto-
matic batching and transcription of the segments,
which were executed on a NVIDIA A6000 GPU.

3.3 Matching ASR and proceedings

In order to associate an audio excerpt with its cor-
responding portion of the proceedings, we are left
with the task of searching for a short text (ASR
output) within a longer text, while allowing for
small differences. There exists many different so-
lutions to this problem, but the method used in
(Ljubesic et al., 2022) fits our purpose.

In short, the method starts by finding occur-
rences of the first word of a segment in the pro-
ceedings, then computes a score based on the Lev-
enshtein edit distance'® between the segment and
the portion of the proceedings starting at one such
position. A match is found when the score is high

$https://github.com/danijel3/
CroatianSpeech/blob/main/Croatian.ipynb

https://www.nb.no/sprakbanken/
ressurskatalog/oai-nb-no-sbr-77/

"%he ratio method of the Levenshtein python pack-
age is used: https://maxbachmann.github.io/
Levenshtein/levenshtein.html#ratio
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enough, and the search continues for the next seg-
ment on the remainder of the proceedings. If the
first word of the segment is not found, it looks for
the second, then the third, etc. This method is not
guaranteed to find the best match for a segment,
as it can put too much emphasis on the start of
the segment, but computing a full substring edit
distance for each segment would be much more
time-consuming. We only retained matches with a
score larger than 0.5.

A popular method for similar tasks is described
in (Panayotov et al., 2015). It requires running the
Smith-Waterman local alignment algorithm with
the whole reference text and the sequence of seg-
ments. The method we used is much less time-
consuming, as it computes edit distances only be-
tween individual segments and small excerpts of
the reference text, and as it only looks for the start-
ing words of the next segment in the remainder of
the reference text. Panayotov et al. (2015) also aim
at finding near-exact matches, whereas we are also
interested in non-verbatim transcriptions.

We used the code!' released alongside
(Ljubesi¢ et al., 2022) as our starting point, and
modified it to suit the specifics of our project, with
the following normalization steps:

* Our ASR model was trained to transcribe vo-
cal and nasal hesitations and unintelligible
sounds as eee, mmm and qqq respectively.
These were simply removed from the seg-
ment before performing the search.

The output from our model contains no punc-
tuation or upper case letters. To accom-
modate this, the tokenized proceedings were
stripped of all punctuation and lower cased
before matching. The original tokens were
also preserved so we could reconstruct the
original text from the positions of a match.

Numbers are typically written with digits in
the proceedings, and spelled out in the ASR
output. An inverse-normalization filter de-
veloped by the Language Bank is applied to
transform them to digits.'?

Our code is publicly available.'> As mentioned
above, we actually run one ASR model for each

"https://github.com/clarinsi/
parlaspeech

Phttps://github.com/Sprakbanken/
sprakbanken_normalizer

Bhttps://github.com/Sprakbanken/
transcription_matching



Score Bokm. Nyn. Total Coverage
>0.5 4566h 624h 5190h 84%
>0.8 3168h 176h 3345h 54%
>0.9 1229h 16h  1245h 20%
Table 1: Duration and percentage of the total

speech audio for subsets with a match score larger
than 0.5 (i.e. the whole matched dataset), 0.8 and
0.9.

written standard of Norwegian. Each audio seg-
ment then results in two ASR outputs. The match-
ing algorithm is run with both outputs, and we re-
tain the one getting the highest score.

4 Results

By using this method, we extracted transcriptions
for 724 783 segments, which amounts to 5190
hours, i.e. 84% of the duration of the identified
speech segments (6182 hours, cf. section 3.1).
The average segment word length for the extracted
transcriptions is 59.15.

Table 1 reports the duration in hours with differ-
ent match scores.'* As the score is a calculation
of the distance between the ASR output and the
matched segment, there are two requirements for
the score to be high: Firstly, the proceedings text
must report what was said quite faithfully. Sec-
ondly, the ASR output must be an accurate rep-
resentation of the speech in the audio file. The
second requirement entails that the segments with
high scores are already handled well by the ASR
systems used in this project. We suspect that seg-
ments with a lower match score may be useful
in weakly supervised ASR training, both because
they are less verbatim and because they may be of
a kind that current models have been less exposed
to and therefore handle less well.

5 Future work

For now, we have only extracted texts from the
ParlaMint-NO corpus. However, ParlaMint-NO
contains rich metadata. The complete release of
the dataset will include ParlaMint speaker iden-
tifiers as well as identifiers of the relevant sec-
tions in ParlaMint-NO. With this information, it
is possible to couple the segments of the dataset
with the metadata in ParlaMint-NO and enrich

'“In rare cases where the score is exactly the same for Bok-
mal and Nynorsk, the segment is assumed to be in Bokmal.
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them with, e.g. the gender and age of the speak-
ers. We can also extract language codes directly
from the metadata, which is likely a more accu-
rate method for identifying Bokmal and Nynorsk
segments than the ASR-based method used here.

The best way to evaluate the quality of this
dataset is to use it to train a weakly supervised
ASR system. We plan to use it to train Whisper
models for Norwegian and compare the perfor-
mance of these models to existing Whisper mod-
els and other Norwegian ASR models. Once this
training is complete, we will release the scores,
which will give more insights into how useful this
dataset may be.

6 Conclusion

This paper describes the creation of a large, tran-
scribed audio dataset for ASR training with rela-
tively small human effort. When it is released, the
dataset will be several times larger than all openly
available, transcribed audio data in Norwegian to-
day. We believe that the dataset is the largest open
dataset of its kind that can be made for Norwegian,
as there do not exist, to our knowledge, any other
sources of speech recordings and corresponding
transcriptions that are free of copyright and pri-
vacy restrictions. Parliamentary speech is also of
a quite different genre from most subtitled videos,
which currently constitute the primary source of
data for weakly supervised ASR, so we expect the
dataset to add valuable variation. Moreover, the
dataset contains 623 hours of speech transcribed to
Nynorsk, 176 of which have a match ratio above
0.8. We expect this data to be a particularly valu-
able addition, as there is currently very limited
training data for Nynorsk ASR and few systems
that support Nynorsk.
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Abstract

Conventional approaches to the construc-
tion of word vectors typically require very
large amounts of unstructured text and
powerful computing hardware, and the
vectors themselves are also difficult if not
impossible to inspect or interpret on their
own. In this paper, we introduce a method
for building word vectors using the frame-
work of vector symbolic architectures in or-
der to encode the semantic information in
wordnets, such as the Open English Word-
Net or the Open Multilingual Wordnet.
Such vectors perform surprisingly well on
common word similarity benchmarks, and
yet they are transparent, interpretable, and
the information contained within them has
a clear provenance.

1 Introduction

Semantic representations based on word vectors
are the foundation of many, if not most, algo-
rithms in computational linguistics that require
some means of handling lexical semantics. How-
ever, the most widespread of these, word embed-
dings based on the prediction of masked words,
have a number of significant limitations.

These begin with how such embeddings are con-
structed. The training process for these vectors re-
quires large amounts of textual data, often on the
order of billions of tokens. The scale of data re-
quired then brings further problems along with it:
It is difficult (often prohibitively) to audit and im-
prove the training data, the large size of the datasets
requires accordingly high performance computers
capable of processing the data, and models can
only be trained for languages and domains where
such large quantities of naturally occurring data
exist.

Then, once a model has been trained, the result-
ing vectors are difficult if not impossible to fully
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understand and interpret. Individual vectors can-
not be inspected by themselves, they can only be
compared with one another in terms of their dis-
tance from one another, and it is unclear exactly
what relation this distance represents: Is it more
like similarity or relatedness or something else?

In this paper, we propose a way of building word
vectors that aims to address these issues.! Our
word vectors use a single manually constructed
linguistic resource (though there is no reason why
one should be limited to a single resource, in
theory) and thus represent relationships between
words whose provenance is clearly traceable. As
the resource is updated and improved, or adapted
to a particular domain, the vectors can be adjusted
accordingly, even individually and incrementally,
incorporating the new information.

By constructing the vectors in this way, rather
than from unstructured text, we can avoid some
of the problems described above. The vectors de-
scribed in this paper can be constructed on ordi-
nary laptop computers and require no more than
a few hundred megabytes of memory. Since they
are based on linguistic resources, it is much eas-
ier to know what information goes into the vectors
and how it got there. For some languages, espe-
cially ancient and historical languages, it’'s much
more feasible to extend a linguistic resource than
to discover more text from which to build a corpus.

The vectors we describe in this paper are built
using techniques known as vector symbolic archi-
tectures or hyper-dimensional computing, which
we apply to an established high-quality linguis-
tic resource, the Open English WordNet (OEWN)
(McCrae et al., 2019). We’ll describe how the
vectors are constructed (Section 2.2) and some of
their interesting properties relating to interpretabil-
ity (4.1). Then we’ll compare their performance
on benchmarks for word embeddings to get an idea

1The code for the experiments described here can be found
athttps://git.noc.rub.de/ajroussel/vsa-wn.
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Symbol Vector Sim. to x
X 00110000. .. 1.0

y 01001101... -0.022

Z 00010011. .. 0.001

x+y+z 00010001... 0.496

ZQx 00100011. .. 0.001

7@ (z®x) 00110000.. . 1.0

Table 1: Examples of some of the basic VSA op-
erations.

of their ability to be used in similar applications
to word embeddings (4.2) and assess how well this
approach generalizes to other wordnets (4.3). Fi-
nally, we conclude with some discussion of the
experimental results.

2 Methods

2.1 Vector Symbolic Architectures

Vector symbolic architectures (VSA), also re-
ferred to as hyper-dimensional computing (Kan-
erva, 2009; Neubert et al., 2019; Schlegel et al.,
2022; Kleyko et al., 2022), constitute an approach
to computing that is characterized by the use of
very high-dimensional random vectors (usually
several thousands of dimensions), which are taken
to represent symbols, since such large random vec-
tors are almost certain to be nearly orthogonal and
thus easily distinguishable.

These symbolic vectors are then combined using
particular operations enabling computation more
generally. The most important of these operations
are bind, bundle, and protect (also termed bind-
ing, superposition, and permutation, e.g. Kleyko
et al. (2022)). Binding results in a new vector that
is dissimilar to both input vectors, and bundling
combines two or more vectors to result in a new
vector that is similar to all of the input vectors.
Protecting is a unary roll operation that shifts all
values one or more places further in the vector and
results in a vector that is nearly orthogonal to the
input vector. Binding can be used for the encoding
of vectors into key-value pairs, from which values
are recoverable by means of an inverse operation,
unbind (represented here by @), and bundling can
be used to combine vectors into set-like data struc-
tures.

Though there are many possible instantiations of
these parameters, some using integers, real num-
bers, or complex numbers, for our model, we use
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binary vectors of 8192 (or 2!3) dimensions. Such
vectors can be efficiently packed, with eight dimen-
sions per byte, so that they use relatively little mem-
ory. In this particular VSA variant, termed binary
spatter code (Schlegel et al. (2022) and originally
described in Kanerva (1996)), the bind operation
(®) is bitwise XOR, bundle is the majority rule
applied elementwise (with ties broken randomly),
and the similarity metric is the inverse Hamming
distance (normalized to [—1,1]). In this variant,
the inverse of the bind operation (‘“unbind”, @) is
the same, also XOR. Table 1 summarizes these
basic properties.

Vector symbolic architectures have many inter-
esting properties, and they could be helpful in
bringing some of the advantages of statistical ap-
proaches to symbolic computing. Since the infor-
mation stored in the high dimensional vectors em-
ployed by VSAs is highly redundant, the vectors
are very robust to noise and ambiguity: Many bits
could be lost before the system’s behavior starts
to degrade (cf. Section 4.4). Particularly impor-
tant for linguistic applications, VSAs also promise
to enable graded similarity judgments in other-
wise symbolic algorithms, lending approaches that
might otherwise be too brittle some flexibility.

2.2 Building a lexical semantic model

The source of the information stored in the model
is a single WordNet-like lexical resource, such as
the Open English WordNet 2021 (McCrae et al.,
2019), which we will use here for the first set of
experiments. The model works on the assumption
that the most important synsets for determining the
meaning of some synset x are those closest to it,
from 1 to some small number n steps away. The
closer these other synsets are, the more relevant
they are to the meaning of x. Very close synsets
will share similar neighborhoods in the network —
i.e., they participate in many of the same relations
with the same target synsets — and will thus have a
high similarity to one another.

Each relation and each synset is first assigned a
new random vector, an “elemental” vector. Then
the corresponding “semantic” vectors are con-
structed by traversing the network (a digraph),
breadth-first, out from each synset in turn, up to
some maximum depth n. We will use E to de-
note the function from a given synset or relation
to its elemental vector and S for the function from
a synset to its semantic vector. In traversing the



ink cartridge
° ho]oipart—b@
fountain pen

holo_part

@q—hypcrnym o

printer electrostatic printer

Figure 1: Example of a synset with its immediate
neighbors.

network, we include all of the relation types that
are present, but only in one direction. Many of the
relations have a canonical inverse, so for the re-
lation pairs hyponym-hypernym and mero_part—
holo_part, for example, we only include hypernym
and holo_part.

As the distance from x increases, the strength of
a relation can be carefully modulated via the intro-
duction of controlled amounts of random noise.
This is the purpose of the attenuation function
w(B, v, d) given in (1) below. This function will,
for each element v; of some vector v, invert the
value of that element at random with a probability
derived from S. As the distance d from a given
node increases, the more distant target nodes are
more weakly associated with that relation, since
there is a higher probability that a bit in the rela-
tion vector will be flipped.

- d
w(Bovnd) = {1 it U0, 1) > 0

Vi otherwise

Applying this attenuation function, the semantic
vectors are constructed as in (2):

S) =D Y WBE(),i-D®EQ) (2

i=1 reR

Where R is the set of edges (i.e. relations) at a
specific distance i from x. At each step away from
x, we collect the edges that are present and the
target nodes y that they point to and bind these to-
gether, attenuating the corresponding relation vec-
tor E(r) according to the distance from x to y
and stopping when the maximum depth » has been
reached. The semantic vector S(x) contains all of
these components bundled together in superposi-
tion. The full model then consists of three clean-up
memory instances, containing the original relation,
elemental, and semantic vectors, which are used
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to translate vector representations back to relation
names or synsets as needed.

For the example in Figure 1, the semantic vec-
tor for a, the synset for ink cartridge, would be
constructed as follows:

S(a)

E (holo_part) ® E(b)
E (holo_part) ® E(c¢)
w(0.95, E (hypernym), 1) ® E(d)

3)
+
+
3 Related work

3.1 Non-distributional word vectors

Other approaches to creating word vectors based
on non-distributional lexical information include
Faruqui and Dyer (2015), Saedi et al. (2018), and
Kutuzov et al. (2019).

In Faruqui and Dyer (2015) the authors use
a relatively large collection of linguistic re-
sources to compile semantic representations for
English words. This includes WordNet, but also
FrameNet, sentiment polarity and word connota-
tion databases, word-color association lexicons,
treebanks, and Roget’s thesaurus. Each vector has
a dimension corresponding to a particular feature
value for all of features derived from these re-
sources. The resulting 172,418-dimensional vec-
tors can then be reduced using singular value de-
composition, however the large and very sparse
vectors are nevertheless computationally easy to
work with and have the advantage of greater inter-
pretability.

The use of such a variety of rich linguistic re-
sources is at once a strength and shortcoming of
this approach: The vectors contain lots of useful
information for various tasks, however it is de-
pendent on all of these different resources, which
makes it considerably more difficult to transfer the
approach to new languages, since it is unclear how
many of the resources would need to be present in
order to have usable vectors.

In contrast, Saedi et al. (2018) construct their
embeddings solely based on the relational structure
of WordNet, similarly to the approach described in
this paper. They begin with an N X N adjacency
matrix, containing the value 1 for links between
immediately connected nodes. Then to these val-
ues they add links of length 2, which are reduced
using a decay factor " with n = 2 (this is similar
to our use of the attenuation function described in
(1) above). As the length of the paths increases and
the decay factor approaches zero, the values in the



adjacency matrix would eventually converge. The
result of this convergence is calculated analytically,
involving an inverse matrix operation. Finally, the
word vectors in this matrix are reduced to 850 di-
mensions by using principal components analysis
to transform the matrix.

As the calculation of the word embeddings in-
volves computationally costly matrix inversion op-
erations, it was infeasible to build a model for all
roughly 120,000 synsets contained in WordNet,
such that the authors were limited to including only
60k of the synsets. Even then, inverting the 60k-
dimensional matrix used all of the 32 CPUs and
430 GB of RAM they had available (it is unknown
for how long). The authors experiment with a
range of subgraphs, including random subgraphs
of 25k-60k synsets as well as a subgraph of the
13k most frequent synsets. These much smaller
subgraphs nevertheless result in word embeddings
that perform only slightly worse or just as well on
SimLex-999.

Kutuzov et al. (2019) employ a machine learn-
ing approach called path2vec to deriving a set of
node embeddings from a graph, such as WordNet.
The basic idea is that their model will learn vec-
tors such that the similarity between the vectors
approximates the similarities given by some user-
selected graph similarity metric, such as path sim-
ilarity or Leacock—Chodorow (LCH) similarities.
The learning approach is similar to the skipgram
model of word2vec, but instead of optimizing pos-
itive pairs towards 1 and negative (random) pairs
towards 0, all pairs are drawn from the graph to be
embedded and optimized towards the values of the
given similarity metric. They only train and eval-
uate the model for noun synsets, since these are
covered better in WordNet than the other parts of
speech, but on the 666 noun pairs in SimLex-999,
their path2vec embeddings outperform the plain
path similarity measure, reaching a correlation of
0.555 with the human ratings.

Their motivation for deriving vectors for the
nodes of a graph is that actually computing most
node similarity measures involves the computa-
tionally costly and inefficient traversal of the graph,
but it is much faster to compare two vectors. The
authors report that, to calculate the 82,115 similar-
ity values between one noun and all of the other
nouns, it took 30 s using the LCH measure but just
0.007 s to perform the same number of compar-
isons using float vectors like those produced by
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path2vec.

Though the machine learning methods em-
ployed in Kutuzov et al. (2019) are very different
from the VSA approach we describe here, com-
paring the VSA representations of synsets is simi-
larly much faster than computing path similarities
directly. However, as the authors also report, com-
puting Hamming distance between binary vectors
(as in the VSA variant we employ) is less efficient
than computing the dot product between float vec-
tors.

3.2 Semantic representations using VSAs

The model described here is constructed using
a technique that is similar in many respects to
predication-based semantic indexing, as described
by Widdows and Cohen (2015). The main differ-
ence is in how the semantic vectors are constructed:
There, only relations that directly involve x are in-
cluded in S(x), whereas our model includes more
distant relations, with greater attenuation of the
more distant relations — which seems necessary
to capture the relationships between synsets as op-
posed to the semantically richer relations contained
in the biomedical database described there.

Cohen et al. (2013); Widdows and Cohen (2015)
also describe the purpose and use of “demarca-
tor” vectors, which are designed to be new random
vectors that have a selectable degree of similar-
ity (“measured distance”) to certain other vectors.
These were the inspiration of the attenuation func-
tion used here. Whereas the purpose of demarcator
vectors was to position character vectors at regular
intervals between two endpoints, we use a similar
technique to gradually decay relation vectors for
more distantly related word senses.

4 Evaluation

4.1 Querying the model

Lexical semantic models constructed according to
this method can be inspected and queried by the
application of particular operations.

If the vector for the hypernym relation
E (hypernym) is unbound from a semantic vec-
tor (note that for binary VSAs, this is the same
operation as binding), the resulting vector will be
nearest to the vector that was originally bound to
that semantic vector:

S(hammer) @ E (hypernym) =~ E(y)  (4)



Where y stands for the synset to which hammer
has the hypernym relation. These are the nearest
neighbors to the query vector in (4):

0.634  hand tool
0.314 tool
0.305 implement

This accurately reflects that the best fit for “hy-
pernym of hammer” is hand tool (this is a direct
relation between the two synsets in the OEWN),
and it also shows how there are other alternative
answers to the query: hypernyms higher up beyond
hand tool.

In a similar fashion, queries can be constructed
to determine the relation between two vectors. To
construct the necessary query vector, we just re-
verse the operation that was used to construct some
semantic representation.

S(hammer) = E (hypernym) ® E (hand tool) +...

®)
S(hammer) @ E (hand tool) = E (hypernym) (6)

By this principle, analogies can also be modelled
mathematically with only a handful of vectors, as
shown in Kanerva (2010). Similar to the query vec-
tors above, the idea is to construct a vector which is
similar to the one you seek by binding or unbinding
the necessary components. For our model, as with
the PSI model in Widdows and Cohen (2015), we
have to account for the additional distinction be-
tween semantic and elemental vectors, namely that
the relational information is contained in seman-
tic vectors and “points” to elemental vectors, so
the analogy queries must be constructed slightly
differently, but the principle is the same.

By unbinding E (y) from some vector S(x), we
can expect a vector that is similar to the relations
that hold from x to y. If this relation-like vector
is applied to a new target E(y’), then the result is
similar to some S(x”) that bears this relation to the
new target. Thus, to complete the analogy, “apple
tree is to apple as pear tree is to X”’, we can use the
following query vector:

S(apple) @ E (apple tree) ® E (pear tree)  (7)

The nearest vector to this query vector is the one
for pear, S(pear), and, in fact, this method retrieves
a number of different kinds of pear:
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0.145 pear

0.113  bosc

0.113 anjou

0.113  bartlett pear
0.113  seckel pear

0.113 Clapp’s Favourite

Upon closer inspection, we see that the rela-
tion that this query seems to be picking up on,
holo_part, is only present in the synsets for apple
and pear, and the relation vector is not in the query
vector explicitly, rather it is calculated by (7). In-
terestingly, the relation is also not present in the
other nearest neighbor synsets, which are found
due to their similarity to pear (and this similarity
is due to their being hyponyms of pear).

4.2 Comparison with benchmarks

In order to get an idea of the quality and poten-
tial utility of the vectors constructed according to
the method described here, we tested our model
against a set of established benchmarks that are
commonly used to evaluate word meaning repre-
sentations. These include the SimLex-999 dataset
(Hill et al., 2015), which focuses on similarity
(and not relatedness) and the MEN dataset (Bruni
et al., 2012), focusing more on semantic related-
ness. Then we use both the similarity and relat-
edness sections of the WordSim353 datasets from
Agirre et al. (2009). The datasets consist of word
pairs that have been assigned either similarity or
relatedness ratings by human judges (inter-rater
correlation on the SimLex-999 dataset was in the
0.67-0.78 range, depending on how measured), us-
ing differing scales. All of the comparisons given
in this paper use Spearman’s p.

Heuristics One practical difficulty in evaluation
is that relations in wordnets hold between synsets,
and the VSA model we wish to test is therefore also
synset-oriented, yet all of these datasets concern
words or lemmas. It is impossible to know after
the fact which meaning or meanings the raters had
in mind when they were recording their ratings,
so it is actually impossible in principle to choose
the correct word sense and thus the appropriate
synset vector. Therefore, for the purposes of this
evaluation, we tested and compared a few heuristics
for choosing or making a vector for a given lemma
from a list of synset vectors.

The “first” heuristic is to compare the first synset
listed for each lemma, which operates on the as-
sumption that the synsets are listed in a particu-



Similarity Relatedness
Model SimLex-999  WS353-S MEN WS353-R
word2vec 0.44 0.74 0.70 0.61
Saedi et al. (2018) 0.50 0.65 0.46 0.32
Path similarity 0.314 (0.468) 0.549 (0.610) 0.283 (0.311)  —-0.003 (-0.039)

VSA,d=3,n=8192 0421 0.455 (0.495) 0.271 (0.287) 0.137
VSA,d =5,n=8192 0.442 0.590 0.381 0.156
VSA,d=7,n=8192 0.384 (0.417) 0.538 (0.565) 0.385 (0.386) 0.152
VSA,d=9,n=28192 0.344 (0.400) 0.514 (0.550) 0.371(0.378) 0.131

Table 2: Performance of various model iterations and baselines on benchmark datasets, in terms of
Spearman’s p. Values above the line are from Saedi et al. (2018). Values under the line use the “average”
sense selection heuristic, and when the value using the “max’” heuristic is greater, it is given in parenthesis.

lar order, perhaps according to corpus frequency,
though it is unclear to what extent this is the case
or what corpus might have been involved. The
second, “average”, is simply to compare all of the
synsets of the first lemma with all of the synsets of
the second lemma and then to take the average of
the resulting similarity scores. Finally, there’s the
“max” heuristic, in which all pairs are compared as
in the “average” heuristic, except that we then take
the maximum similarity score instead of the aver-
age. Here the intuition is that the raters would have
subconsciously chosen the most relevant sense of,
say, bank when the comparison was with money.

Discussion We compare our results with three
other types of scores: There are the scores of the
system system described in Saedi et al. (2018) as
well as the word2vec (Mikolov et al., 2013) scores
with which the authors of that paper compared their
system. Then we compare our results with a sim-
ple baseline: The path similarity score, which ap-
proaches 0 as the shortest path between two synsets
increases in length. The path similarity has its lim-
itations: The two nodes in question must be con-
nected (this can be compensated by the addition of
a fake root node connecting the other root nodes),
and they must be of the same part of speech. This
last requirement is mostly an issue for the related-
ness benchmarks, which contain numerous pairs of
differing POS.

For each system variant and baseline, we cal-
culated a similarity score using each of the three
heuristics. The “first” heuristic was consistently
significantly worse than the other two heuristics,
so we omit it from the comparisons here. The
scores using the “average” and “max” heuristics
were often fairly close, with each being sometimes

58

greater than the other. In Table 2, we list scores
using the “average” heuristic, which seemed to be
more stable overall and which worked best with
the system configuration that seemed to strike the
best balance between the different datasets (d = 5).
But, where the “max” heuristic performed better,
it is included in parentheses.

Considering the overall results in Table 2, the
VSA-based representation reflects a fair amount
of correlation with the ratings in the benchmark
datasets and similar levels of correlation with the
comparison systems and baselines, which suggests
that the vectors do capture a degree of useful se-
mantic information in a general sense. It seems
plausible that these vectors could be treated simi-
larly to word embeddings in certain applications.
Most of the time, the correlations for the system
introduced here are within 0.10 of the baseline
or the other systems. Particularly, on the MEN
dataset, which contains relatedness scores for 3000
lemma pairs, we see significant improvement over
the path similarity baseline. This is probably partly
attributable to the limitations of the path similarity
metric, which requires a path between the nodes to
exist and the words to have the same POS, how-
ever it can also be seen as an advantage of using a
vector representation for this task, despite the vec-
tors ultimately being based on the same underlying
information.

For these comparisons, we varied the maximum
depth d that is used to traverse the graph when
collecting relations that are to be factored in to a
given semantic vector. It appears that the variants
with a lower maximum depth and thus fewer distant
relations performed better on the similarity bench-
marks. A higher maximum depth seems beneficial



on the MEN dataset, which includes ratings of re-
latedness, so the inclusion of more distant relations
makes intuitive sense. A maximum depth towards
the middle of the range, d = 5 seems to provide
good overall performance.

4.3 Effects of wordnet size

Of course, the OEWN is not typical in terms of
its scale. In order determine how well this method
might work for other wordnets and other languages,
we used the wordnets included in the Open Multi-
lingual Wordnet (OMW) (Bond and Foster, 2013)
project to construct several new models for vari-
ous languages and evaluated these by comparing
them against the Multi-SimLex benchmark dataset
(Vuli¢ et al., 2020). The Multi-SimLex dataset
builds upon SimLex-999, increasing the number
of word pairs to 1888 and establishing a trans-
lation and rating methodology that is specifically
designed to be consistently transferable to addi-
tional languages. There are currently six languages
that are covered by both Multi-SimLex and OMW;
these are the ones included in the results in Table 3.

The wordnets for these six languages vary in
size from large wordnets, such as FinnWordNet,
which is roughly as large as the OEWN, to mid-
sized wordnets, such as WOLF (Wordnet Libre du
Francais), to small wordnets, such as the Hebrew
Wordnet. As one would expect, the larger and
more complete wordnets tend to result in vectors
that correlate better with the human judgments.

The results suggest that a useful degree of cor-
relation can be expected once a wordnet contains
about 50,000 synsets. However, since most of the
wordnets in OMW (expand-style wordnets) benefit
from a common underlying set of lexical relations
between the synsets, it is probably more likely that
the most important factor for the numbers in Ta-
ble 3 is simply whether or not the given words are
present in the wordnet at all. Since most of the
word pairs are not found in the smaller wordnets,
it is unsurprising that so little correlation can be
observed. But what this would also mean is that
adapting an existing wordnet or creating a new one
need not necessarily have 50,000 or more synsets,
so long as the important lexical items are covered
for a given application.

4.4 Vector size

The storage capacity of n-dimensional binary vec-
tors is theoretically quite large, with 2" distinct
possible patterns (Neubert et al., 2019). Experi-
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ments have shown that vectors with approximately
500 dimensions can bundle around 50 distinguish-
able vectors (Schlegel et al., 2022).

Looking at the results in Table 4, it would appear
that the vectors could have been quite a lot smaller
than 8192 dimensions, since the correlations with
the benchmark datasets remain more or less the
same, even when the vectors are much smaller.
Only once the vector size has been reduced to 512
do we consistently see a noticeable reduction in the
correlations. Though it is surprising that just 512
bits seem to be able to store enough information to
perform this well on the benchmarks, if we were to
inspect the vectors, some issues come to light.

The analogy example shown above in Sec-
tion 4.1, which works well with n = 8192, still
works similarly well with just 4096 dimensions.
With 2048, there are fewer kinds of pear retrieved,
but the closest answer is the same as before. But
starting at 1024 dimensions, the cracks start to
appear: Right after a few types of pear, things
like mock (0ewn-01227189-n) or sidereal (oewn-
02808231-a) start to appear, with no discernible
drop-off in similarity scores to indicate the bound-
ary between what can be construed as an answer
and noise. Finally, at 512 dimensions, this analogy
no longer seems to work. The closest synsets there
relate to types of twayblade (oewn-12091760-n),
followed closely by a variety of seemingly random
concepts, as it seems the noise has taken over.

4.5 Performance characteristics

All of the models described in this paper can each
be built in a matter of minutes on an ordinary
consumer-grade laptop. The models using larger
8192-dimensional vectors occupy a little over 200
MB on disk or a little over 300 MB once loaded
into memory. Depending on the application, one
may be able to use smaller vectors, which take up
much less space.

5 Conclusion and Outlook

In this paper, we described how techniques of VSAs
could be applied to linguistic resources, such as
wordnets, in order to create word vectors that can
be used in a manner akin to word embeddings, but
which offer some key advantages over conventional
word embeddings.

The performance of these vectors on estab-
lished word similarity benchmarks is similar to
other WordNet-based methods, if not strictly equal



Language eng fin fra cmn pol ara heb
Wordnet oewn omw-fi omw-fr omw-cmn omw-pl omw-arb omw-he
No. of synsets 120039 116763 59091 42312 33826 9916 5448
ooV 28 180 194 860 939 1269 1697
Path similarity 0.482 0.416 0.350  0.154 0.065 0.138 0.034
VSA,d=5,n=8192 0.434 0.444 0.388 0.153 0.126 0.196 0.070

Table 3: Correlation with human ratings in the Multi-SimLex dataset. Languages are identified by their
ISO 639-3 language code, and wordnets by the specifier used by the Python wn package. The baseline
path similarities were calculated using the “max’ heuristic, and the VSA similarities using the “average”

heuristic.

n SimLex WS353-S MEN WS353-R
8192 0.442 0.590 0.381 0.156
4096 0.438 0.548 0.383 0.140
2048 0.421 0.576 0.371 0.174
1024 0.429 0.537 0.344 0.125

512 0.427 0.512 0.334 0.111

Table 4: Correlation with benchmarks as vector
size is varied. All models use a maximum depth
of d = 5 and the “average” heuristic.

to them, but, in exchange for some 10 percent-
age points of correlation, the vectors produced by
the method described here are inspectable, inter-
pretable and can be improved incrementally. Fur-
thermore, in contrast to the more conventional ap-
proaches, these vectors require few resources and
can be built using ordinary computer hardware.

In principle, such models can be constructed
from any wordnet. Though larger wordnets such as
the OEWN contain many synsets and cover more
lexical items, it appears that even wordnets with
much fewer synsets can still leverage the under-
lying structure of the OMW such that the derived
vector representations can be useful. This suggests
that the approach described here could be valuable
in situations in which it is infeasible to compile a
large enough corpus for usable word embeddings
or in which one seeks more transparency as to the
contents of word vectors than distributional meth-
ods generally allow.

Future work Since the collection of seman-
tic vectors functions somewhat like a queryable
database, it would be interesting to investigate to
what degree query vectors and comparison opera-
tions could be constructed in order to try and query
relations other than similarity: For instance, by ex-
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amining a synset’s distance from nodes that func-
tion as paradigm words for concreteness, similar
to approaches described by Turney et al. (2011),
whether one could use this same model to com-
pare the concreteness of concepts. Alternatively,
perhaps it could be possible to compare vectors
that have been modified in some systematic way,
perhaps certain relations have been unbound from
the vectors, in order to emphasize some particu-
lar aspect of their semantics or to retrieve some
particular relation between them.

Sometimes there is little to distinguish some
synsets from one another, since the set of relations
they participate in is very similar or the same, so
that our current model sees them as equivalent.
This is apparent in the query (7), where all of the
second-best answers are presented as equally close,
which is a little counterintuitive. One idea would
involve making use of the definition text as a use-
ful workaround. For example, one could observe
which words occur in which definitions and infer
new relations for definitions that share significant
overlap.

Finally, there is a lot of potential in encoding
the semantic information in wordnets with VSAs
in ways that are very different from the one we im-
plemented in this study. Exploring some of these
alternative approaches is a promising avenue for
future work.
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Abstract

We present ongoing work dealing with a
Linked Open Data (LOD) compliant repre-
sentation of Sign Language (SL) data, with
the goal of supporting the cross-lingual
linking of SL data, also to Spoken Lan-
guage data. As the European EASIER
research project has already investigated
the use of Open Multilingual Wordnet
(OMW) datasets for cross-linking German
and Greek SL data, we propose a unified
RDF-based representation of OMW and
SL data. In this context, we experimented
with the transformation into RDF of a rich
dataset, which links Danish Sign Language
data and the wordnet for Danish, DanNet.
We extend this work to other Nordic lan-
guages, aiming at supporting cross-lingual
comparisons of Nordic Sign Languages.
This unified formal representation offers a
semantic repository of information on SL
data that could be accessed for supporting
the creation of datasets for training or eval-
uating NLP applications that involve SLs.

1 Introduction

We present work that builds on top of an approach
consisting in using wordnets for interlinking Ger-
man and Greek Sign Language (SL) data, as de-
scribed in (Bigeard et al., 2022). This approach
makes use of shared IDs of the Open Multilingual
Wordnet (OMW) (Bond and Paik, 2012; Bond and
Foster, 2013) infrastructure as a base for interlink-
ing the two SL datasets.

As a first step of our work dealing with the in-
terlinking of Nordic wordnets and SL data, we in-
vestigated the work described in (Troelsgérd and
Kristoffersen, 2018), which is discussing the use
of the Danish wordnet, DanNet (Pedersen et al.,
2009, 2019), for adding relevant Danish equiva-
lents to each sign that is already annotated with

Sussi Olsen
University of Copenhagen
Centre for Language Technology, NorS
Emil Holms Kanal 2, 2300 Copenhagen
saolsen@hum.ku.dk

some SL glosses or words. We were happy to
get access to the whole Danish dataset that lists
more than 2000 sign entries, which include SL
glosses, transcriptions, links to videos, associated
lemmas, synonyms, English translations, DanNet
IDs, etc. (see Section 4.1). We could already port
a number of elements of this Danish dataset onto
a Linked Data compliant representation (see Sec-
tion 4.2), following our first transformation ex-
periments, which were made with the Greek and
German datasets made available by the EASIER
project. !

We are currently extending this approach to
the interlinking across Nordic SLs data, starting
with the integration of the corresponding Nordic
WordNet datasets, for which (Pedersen et al.,
2012) gives a detailed discussion, also on the way
they differ. A general overview of Nordic Sign
Languages is given in (Bergman and Engberg-
Pedersen, 2010), while a comparison of the Ice-
landic and the Danish Sign Languages is proposed
in (Aldersson and McEntee-Atalianis, 2008).

Our work is anchored in the context of an ini-
tiative aiming at representing and publishing Sign
Language datasets in the Linguistic Linked Data
(LLOD) cloud (Cimiano et al., 2020), which is a
subset of the Linked Data (LD) cloud.?> We can ob-
serve that SL data are not represented by datasets
currently included in the LLOD cloud. And look-
ing at the “Overview of Datasets for the Sign Lan-
guages of Europe” published by the “EASIER”
European project (Kopf et al., 2022)° we do not
see any mention of a dataset being available in a
Linked Data compliant format.

"The EASIER project is publishing the related data
at https://wuw.fdr.uni-hamburg.de/record/10169#
.Y1Ufs-RBzmF

’Those clouds can be accessed respectively at
http://linguistic-lod.org/llod-cloud and
https://lod-cloud.net/

3Available as a public deliverable at https://www.
project-easier.eu/deliverables/
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The prerequisite for publishing linguistic data in
the LLOD is to have it formally represented within
the Resource Description Framework (RDF).*
And as a de facto standard for representing lexi-
cal information in RDF, the OntoLex-Lemon spec-
ifications (McCrae et al., 2017),> already exists,
we investigate as a first step the (possibly partial)
re-use of those specifications in order to accom-
modate the description and the publication of Sign
Language datasets in the LLOD. Figure 1 displays
the core module of OntoLex-Lemon, which we al-
ready applied while dealing with the RDF repre-
sentation of the 2 datasets made available by the
EASIER project.

Concept Form

Set

Word

representation
LwrittenRep
LphoneticRep

Multiword
Expression

lexicalForm
LcanonicalForm
LotherForm

Lexical
Entry

merphologicalFatiem
language

skosinScheme

Affix

IsSenser

Lexical
Sense

usage

Lexical
Concept
definition

denotes!
isDenotedBy

isLexi

reference/isReferenceOf

Figure 1: The core module of OntoLex-Lemon,
taken from https://www.w3.0rg/2016/05/
ontolex/

The OntoLex-Lemon model is also therefore a
good candidate for our work, as it supports the
RDF-based representation of WordNet data, which
are typically encoded with the SKOS® vocabu-
lary, where the WordNet synsets are encoded as
instances of the ontolex:LexicalConcept sub-
class of the skos : Concept class.” This feature of-
fers us a good starting point for transforming into
RDF (and OntoLex-Lemon) the Danish dataset
combining WordNet and SL data.

2 The Open Multilingual WordNet
(OMW) Infrastructure

The motivation behind the Open Multilingual
Wordnet (OMW) initiative (Bond and Paik, 2012;
Bond and Foster, 2013) is to ease the use of word-

‘Seehttps://www.w3.org/TR/rdf11-primer/ foran
introduction to RDF.

>See also https://wuw.w3.org/2016/05/ontolex/

8SKOS stands for “Simple Knowledge Organization Sys-
tem”. see https://www.w3.org/TR/skos-primer/ for
more details.

’See for example (Declerck, 2019).
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nets in multiple languages. OMW proposes a
shared format for supporting the interlinking of
language-specific wordnets. Version 1 of OMW?®
offers 28 wordnets,” all linked to the Princeton
Wordnet of English (PWN) (Fellbaum, 2010),'°
which functions thus as a pivot wordnet for es-
tablishing links between all the other wordnets in-
cluded in OMW (Version 1).

Datasets for 5 Nordic languages are included
in OMW: Danish, Finnish, Norwegian (Nynorsk
and Bokmal), and Swedish.!! We also have ac-
cess to the Icelandic wordnet, IceWordNet, which
is stored at different sites.!> The fact that these
wordnets are (sometimes only partially) linked to
the 5000 core word senses in Princeton Word-
Net (Boyd-Graber et al., 2006),'3 makes the in-
terlinking of these wordnets much easier. Table 1
displays some statistics on the Nordic wordnets in-
cluded in OMW, showing the proportion of their
linking to the PWN core dataset.'*

Table 1: Nordic wordnets included in OMW

Lang Synsets Words  Senses Core
dan 4,476 4,468 5,859 81%
fin 116,763 129,839 189,227 100%
nno 3,671 3,387 4,762 66%
nob 4,455 4,186 5,586 81%
swe 6,796 5,824 6,904  99%

A very helpful feature of OMW Version 1 is
given by its online search facility, where one can
type a word and gets all the related PWN synsets. '
Searching, for example, for the word “protection”
we get 7 synsets returned. Focusing on the synset
00817680-n, with the English lemma “protection”

8See https://omwn.org/omwl . html

“While there are over 150 wordnets that have been pro-
cessed by OMW, only those with a licence allowing free re-
distribution are listed in OMW Version 1.

%A queryable online version of PWN is available at
https://wordnet.princeton.edu/

""The Swedish wordnet included in OMW is based on
SALDO (Borin et al., 2013; Borin and Forsberg, 2014).

2At https://clarin.is/en/resources/iwn/ and
at https://raw.githubusercontent.com/omwn/
omw-data/main/wns/isl/wn-data-isl.tab. The data
stored in GitHub is using the same OMW IDs as the other
Nordic wordnets dealt with in this study.

BThis core dataset can be accessed at https:
//wordnetcode.princeton.edu/standoff-files/
core-wordnet.txt

“The table is derived from https://omwn.org/omwl.
html

BShttps://compling.upol.cz/ntumc/cgi-bin/
wn-gridx.cgi?gridmode=grid



and the Princeton WordNet gloss “the activity of
protecting someone or something”, we get the
(linked) OMW lemmas for the Nordic languages,
as presented in Table 2.

Table 2: The Danish, Finnish, Norwegian
(Nynorsk and Bokmal) and Swedish lemmas,
linked to the shared synset ID “00817680-n, as
returned by the query “protection” in the OMW
search engine

Danish forsvar, forsorg, vern,
beskyttelse

Finnish suojelu

Swedish beskydd

Nynorsk forsvar, beskytting, vern,
omsorg

Bokmal forsvar, beskyttelse, vern,
omsorg

3 Benefits of using OMW shared IDs for
interlinking SL. Data across Languages

While many SL resources are using specific SL
glosses for labelling their data, the low accuracy/-
precision of automated tagging and the low Inter-
Annotator Agreement (IAA) between human an-
notators for such tagging make the glosses difficult
to use as a potential instrument for interlinking SL
data in and across various languages. '

In many cases, SL data in the form of video re-
sources are enriched with transcriptions. While in
an ideal world, those transcriptions could be used
for establishing links between SL data for different
languages, by creating a kind of translation table
between the transcription of a concept/term in one
language to the transcription of the same concep-
t/term in another language, the issue here is also
that the level of accuracy or precision of the tran-
scription is not the same for all data.

In some cases the transcription can be either
semi-automatically generated or produced by hu-
man transcribers with different skills and views on
which phonological elements of a sign should be
transcribed. (Power et al., 2022), for example, re-
port in their experiment that the similarity (based
on measuring Levenshtein distance) of transcrip-
tions provided by two undergraduate research as-

'S(Forster et al., 2010) discuss, among others, best prac-
tices for gloss annotation, in order to mitigate the issues of
divergent tagging results, even in one and the same corpus.
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sistants, working in a related project, was 0.69.

Besides this point, we observe that different SL
datasets are transcribed with different transcription
systems, e.g. HamNoSys, (Hanke, 2004) Sign-
Writing, (Sutton, 1991) or others, as is the case for
the Swedish Sign Language data!” or the Irish Sign
Language (Murtagh et al., 2022).'8.

This issue of plurality of transcription systems
makes it nearly impossible to establish a cross-
linking of SL data on the basis of only those tran-
scriptions.

4 The Danish Data and its
Transformation into RDF

We describe in this section in some details first the
Danish dataset we received from a designer!® of
the Dictionary of Danish Signs,?® the building of
which is described in (Kristoffersen and Troels-
géard, 2010). We present then the current state of
the transformation of the Danish dataset onto RDF
and OntoLex-Lemon.

4.1 The Danish Dataset

Looking at the web page of the Dictionary of Dan-
ish Signs for the entry labelled with the gloss
“FORSVARE”, which is partly displayed in Fig-
ure 2, we observe that we find the words/lem-
mas “forsvar, vern, beskyttelse”, among oth-
ers, as potential lexical realisations of the gloss
“FORSVARE” (defend). This leads us to hypothe-
sise that this Danish sign corresponds to the OMW
ID “00817680-n” (see Table 2). We also find
verbal lexical realisations of the same sign, e.g.
“forsvare, veerne, beskytte”, which can be attached
to yet another OMW ID, namely “01128193-v,
protect, ’shield from danger, injury, destruction, or
damage™’ (with the corresponding Danish OMW
lemmas “vearne, beskytte, forsvare”).

The relations between sign identifiers and lex-
ical elements from both DanNet and other dic-

"See (Bergman and Bjorkstrand, 2015) for a de-
tailed description, and also https://zrajm.github.io/
teckentranskription/intro.html on recent develop-
ments on a tool to support this transcription system.

8The development of this transcription system, called
Sign A is geared towards the building of fine-grained
SL lexicon. More details are also given in a report

of the SignON project (https://signon-project.
eu/wp-content/uploads/2022/01/Sign0ON_D5.4_

First-Sign-Language-Specific-Lexicon-and-Structure_

v1.0.pdf)

We gratefully thank Thomas Troelsgird from the Uni-
versity College Copenhagen (KP) for giving us access to this
very rich dataset.

2 Available at www . tegnsprog . dk
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Figure 2: The Danish sign associated with the
OMW ID “00817680-n”, corresponding to the
(highlighted) lemma “beskyttelse”, here as one
possible lexical realisation of the Danish gloss
“FORSVARE” (defend)

tionary sources are encoded in a database, from
which we got the TSV export. In this export,
looking at the entry corresponding to the page dis-
played in Figure 2, we first have the sign_gloss
(“FORSVARE?”), written in capital letters, as this
is a good practice in SL datasets for indicating that
we are dealing with a very generic concept or term
for annotating a sign. This gloss is related to the
word/lemma “beskyttelse”, marked as a noun, with
its English translation (“protection”).

We also have the (semi-automatically)
generated HamNoSys transcription, as well
as its machine-readable version, using the
SiGML (Neves et al., 2020) format, which is dis-
played in Listing 1. This type of representation can
be used as the input for avatar generation (Elliott
et al., 2004).

<sigml>
<hns_sign gloss='FORSVARE'>
<hamnosys_manual>
<hamsymmlr/><hamfist/>
<hamparbegin/>
<hamextfingeru/>
<hampalmd/>
<hamplus/>
<hamextfingerr/>
<hampalmr/>
<hamparend/>
<hamparbegin/>
<hammoveu/>
<hamthumbside/>
<hamtouch/>
<hamplus/>
<hamnomotion/>
<hamparend/>
<hamrepeatfromstart/>
</hamnosys_manual>
</hns_sign>
</sigml>

Listing 1: The SiGML code for the sign labelled
with the gloss “FORSVARE”.
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In the TSV export we also get links to Prince-
ton WordNet elements. Those elements can be
either a so-called sense key or a synset. For
our “FORSVARE” example, we have the corre-
sponding sense key “protection%1:04:00::”. In
order to get the corresponding synset (which
we need in order to establish links to other
glosses in other languages), we can use the
NLTK?!' method, which is displayed in List-
ing 2, and which for our example gives the re-
sult “Synset ('protection.n.01')”. Once we
have the synset, we map it to the correspond-
ing OMW ID. This step is currently being imple-
mented. In case the TSV dataset includes the cor-
responding synset directly, we just map this one to
the OMW ID, so that we can establish the compar-
isons with the glosses of other SL datasets, via the
mediation of the OMW IDs.

from nltk.corpus import wordnet
as wn
wn.synset_from_sense_key ("
protection’1:04:00::")

Listing 2: The NLTK code for instantiating a
synset from a known sense key. Works for now
only for NLTK Version 3.6.5.

Another important information included in the
TSV export are the URLs pointing to the (more
than 2,000) videos in which the signs are per-
formed.

4.2 The RDF and OntoLex-Lemon
Transformation of the Danish Dataset

Our work consists in porting all those (interlinked)
Danish data to RDF and OntoLex-Lemon.

In the OMW version of DanNet we find, for
example, the following entry “00817680-n lemma
beskyttelse”, where the lemma corresponds to the
OMW English wordnet “00817680-n lemma pro-
tection”, sharing thus the same ID for the concept
of “protection” as the English and other wordnets
in OMW. We can hereby add the Danish sign ID
and video, which we got from the database, to our
RDF-based infrastructure, as displayed in Listing 3
for the representation of the video and in Listing 4
for the representation of the corresponding gloss.

INLTK stands for “Natural Language Toolkit”, see
https://www.nltk.org/ and https://wuw.nltk.org/
howto/wordnet .html for the NLTK implementation for ac-
cessing and processing WordNet data



<http://example.org/dts#
SignVideos_dts-722.mp4>
rdf :type sl:SignVideos ;
sl:hasGLOSS dts:GLOSS_dts-722 ;
sl:hasVideoAdresss "https://www
.tegnsprog.dk/video/t/t_2162
.mp4" " "rdf : HTML ;

rdfs:label "\"Video annotated
with the gloss '"FORSVARE '"\""
Q@en ;

Listing 3: The video annotated with the gloss
“FORSVARE” as an instance of the RDF class
“sl:SignVideos”

dts:GLOSS_dts-722
rdf :type s1:GLOSS ;
rdfs:label "\"FORSVARE\""@da ;

Listing 4: The RDF-based representation of the
gloss “FORSVARE”

It is then straightforward to establish OMW ID
mediated cross-links between the signs of the var-
ious languages included in our repository, as dis-
played in Listing 5, showing how the Danish gloss
can be enriched with labels we got from glosses
extracted in our former experiment with the EAS-
IER dataset, dealing with German and Greek. This
way, we support a cross-lingual access to the Dan-
ish gloss (and the related video).

dts:GLOSS_dts-722
rdf :type s1:GLOSS ;

rdfs:label "\"FORSVARE\""@da ;

rdfs:label "\"PROTEGER\""@fr ;

rdfs:label "\"SCHUTZ1A"\""@de ;

rdfs:label "\"protect(v)#1\""
Q@en ;

rdfs:label ITPOZTATETQ"\"\""@el ;

Listing 5: The RDF-based representation
the gloss “FORSVARE”, with the integration
multilingual labels from corresponding glosses

Then we just have to add an ontolex:Form in-
stance for the Danish sign, displayed in Listing 6,
and which is linked via its corresponding lexi-
cal entry to the OMW instance (ontolex:evokes
wnid:omw-00817680-n), as displayed in List-
ing 7.
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dts:Form_dts-722

rdf :type ontolex:Form ;

sl:hasGLOSS dts:GLOSS_dts-722 ;

sl:hasVideo <http://example.org
/dts#SignVideos_dts-722.mp4>

sl:hasVideoAdresss "https://www
.tegnsprog.dk/video/t/t_2162
.mp4" " "rdf :HTML ;

rdfs:label "\"Adding
transcription information
associated with the video
with the gloss 'FORSVARE'\""
Q@en ;

ontolex:writtenRep "\"<sigml><
hns_sign gloss='FORSVARE'><
hamnosys_manual ><hamsymmlr
/><hamfist/><hamparbegin/><
hamextfingeru/><hampalmd/><
hamplus/><hamextfingerr/><
hampalmr/><hamparend/><
hamparbegin/><hammoveu/><
hamthumbside/><hamtouch/><
hamplus/><hamnomotion/><
hamparend/><
hamrepeatfromstart/></
hamnosys_manual></hns_sign
></sigml>\"\""Q@hamnosys -
sigml ;

Listing 6: The RDF-based representation of the
lexical form related to the gloss “FORSVARE” and
the corresponding video

dts:LexicalEntry_722

rdf :type ontolex:LexicalEntry ;

rdfs:label "\"forsvare,
beskytte, vazrne, varn,
beskyttelse\""Qda ;

ontolex:evokes wnid:omw
-00817680-n ;

ontolex:lexicalForm dts:
Form_722 ;

Listing 7: The RDF-based representation of the
lexical entry, which relates the concept and the
form

All the entries of the Danish dataset have been
ported onto RDF and OntoLex-Lemon, already
supporting a cross-lingual query of the Danish
glosses and the corresponding videos.



5 A first Extension to other Nordic Sign
Languages

We describe in this section first steps towards an
extension of our approach to other Nordic Sign
Languages. We could already start integrating a
larger number of Nordic languages in our infras-
tructure, when considering the OMW and other
sources for language specific wordnet datasets, as
can be seen for the concept “potential, possible”
(with OMW ID “00044353-a”) in Figure 3.

sl:hasWnlLemma

E‘Egerlegur {@isl}

= hugsanlegur {@isl}

&= kleifur (@isl)

== mahdollinen {@fi}

= megnugur {@isl}

E= mulig {@da}

il= mulig {@nob}

= moégulegur {@isl}

= majlig {@se}

= muttulegur {@isl}

il possible {@en}

i potentiaalinen {@fi}

il potential {@en}

= potentiell {@se}

&= sem getur gerst {@isl}

= sem getur att sér stad {@isl}

= sem hzegt er ad koma til leidar {@isl}
&= sem kemur til mala {@isl}

&&= sem ték eru dsem verda kann {@isl}
&= sem verda mé {@isl}

rdf:type ~
ontolex:LexicalConcept

Figure 3: The Nordic (and English) WordNet lem-
mas we could extract from the consulted sources,
and encode in OntoLex-Lemon as values of an in-
stance of the class ontolex:LexicalConcept

We can see in Figure 3 some differences in the
way language data are associated with WordNet
concepts. For the Danish case, we need to stress,
that we have therefore only one lemma, as we ex-
tract the information from the Danish dataset pre-
sented in Section 4.1, and there mostly only unique
senses are associated with a gloss ora OMW ID. If
we would have taken the full DanNet as the source,
we would have retrieved all the lemmas associ-
ated with the corresponding synset. We have now
111,166 synsets in our infrastructure, as we have
been porting to RDF also the Finnish wordnet in-
cluded in OMW, and which is not limited to the
core WordNet.
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An additional advantage of having a unified
RDF and OntoLex-Lexicon of all those different
wordnets, is that we can easily query the resulting
triple store. We use for this SPARQL?? queries,
and Figure 4 shows a very basic query example.

Query Editor - Query Library
SELECT *
WHERE {
wnld:omw-02933h42-n sl:hasWnLemma ?object .

} E=kabel
E=kabel
Ei=kapall
=rafstrengur
f=raftaug

[object]
Eldcable

Figure 4: A very simple SPARQL query delivering
the WordNet lemmas included in our RDF repre-
sentation. In this example, the lemmas associated
with the OMW-ID “02933842-n”

This simple SPARQL query shows how we can
find the lemmas for Nordic (and other languages)
associated with the OMW IDs we have already in
our RDF-based infrastructure. We used those lem-
mas for getting a first access to glosses and videos
available for the Icelandic and the Swedish SLs.
For Icelandic, we consulted for now the Icelandic
SignWiki, available at https://is.signwiki.
org/index.php/ and for Swedish, we consulted
the Swedish Sign Language Dictionary, described
in (Mesch et al., 2012), and available at https:
//teckensprakslexikon.su.se. Next step in
our work will be to establish the needed coopera-
tion with the maintainers of those sites.

6 Conclusions and Future Work

Our transformation work resulted in a harmonised
representation of data from both spoken and sign
languages that was originally stored in different
formats in different locations and in different for-
mats. Taking advantage of the work proposed
by (Bigeard et al., 2022) and (Troelsgard and
Kristoffersen, 2018), we can include the links be-
tween SL data and wordnets in a harmonised rep-
resentation, under the umbrella of RDF and by
re-using elements of OntoLex-Lemon. The Open
Multilingual Wordnet infrastructure plays a central
role in this work, as the shared OMW IDs across
various languages are at the core of the interlink-
ing of the distinct data types and sources. The re-

2ZSPARQL is“the standard query language and proto-
col for Linked Open Data and RDF databases”. Quoted
from https://www.ontotext.com/knowledgehub/
fundamentals/what-is-sparql/



sulting unified RDF-based representation supports
a dense linking of different types of information.

We started to expand our work to other Nordic
languages. We already integrated Finnish,
Icelandic, Norwegian (Nynorsk and Bokmal)
and Swedish in the RDF and OntoLex-Lemon
representation of WordNet data. We observed
that for those languages, there are SL datasets
and interactive portals available. It will be
more challenging to expand to Nordic languages
with fewer digital resources, such as Faroese,
Greenlandic and Sami, which to our knowl-
edge have no wordnets yet, but we are aware
of, for example, a portal for the Faroese SL
(https://fo.signwiki.org/index.php/B%
C37%B31kur : 0r%C3%B0ab%C3%B3k_A-%C3%98).
We might be able to use the experience gained in
this work as a point of departure for working on
other low resourced languages, like Maltese or
Slovak, as we are involved in related projects, but
which are not primarily dealing with SLs.

We hope to create this way a semantically or-
ganised repository of cross-lingual (both SLs and
Spoken Language data) data in the field of low-
resource Sign Languages, which can be of help for
supporting the creation of datasets for training or
evaluating NLP applications, thinking in the first
place at automated translation.
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Abstract

This paper examines the use of manually
part-of-speech tagged sign language gloss
data in the Text2Gloss and Gloss2Text
translation tasks, as well as running an
LSTM-based sequence labelling model on
the same glosses for automatic part-of-
speech tagging. We find that a combina-
tion of tag-enhanced glosses and pretrain-
ing the neural model positively impacts
performance in the translation tasks. The
results of the tagging task are limited, but
provide a methodological framework for
further research into tagging sign language
gloss data.

1 Introduction

Lengua de Signos Espafiola (LSE)! is a Sign
Language (SL) of Spain with an estimated 45-
75,000 signers (Eberhard et al., 2022) in that
country. Creating SL technology is an inherently
multimodal task (Bragg et al., 2019) as SLs are
produced in the visual-spatial modality (Baker,
2015). It is also a challenging as SLs lack a
commonly-used written representation (Jantunen
et al., 2021). Instead, researchers rely on non-
standardised glosses which may be considered
a suboptimal representation of the rich seman-
tics of signs (Nufiez-Marcos et al., 2023). How-
ever, while there is not enough data available to
build large machine learning (ML)-based end-to-
end (E2E) models, they are a valuable tool and
can be enriched with linguistic information post-
hoc by researchers (Egea Gémez et al., 2021).
Compared to spoken languages, tools and tech-
niques for natural language processing (NLP) in
sign language glosses are less established. This
is particularly true with regards to linguistic pro-
cessing techniques (Yin et al., 2021) such as tag-

'Spanish Sign Language
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ging and parsing. This paper focuses on the part-
of-speech (PoS) tagging of LSE, its application
in linguistically-informed SL machine translation
(SLT), and the next steps in linguistic processing
for SLs. It also uses data from the iSignos (Cabeza
and Garcia-Miguel, 2019) corpus, and introduces
a method to linearise and lexicalise the glosses
found there.

In Section 2 we describe previous relevant work
on LSE, and information on linguistic tagging for
SLs. Next, Section 3 describes the pre-processing
of gloss data, before Section 4 proposes a novel
approach to incorporate manual PoS tags into neu-
ral machine translation models - as well as another
experiment training a naive PoS-tagger on these
glosses. This section, and Section 5 provide in-
sight into experimental results, and their implica-
tion in the wider field.

2 Previous work on LSE

There exists only a small body of suitable LSE cor-
pora and parallel resources for use in NLP tasks,
which means this SL could be considered an ex-
tremely low resource language (Moryossef et al.,
2021). Despite this scarcity, researchers have
adopted strategies to mitigate this limitation when
building processing and translation tools for LSE.

For example, San-Segundo et al. (2008) ex-
plored two approaches for Spanish—LSE trans-
lation.  Researchers and experts crafted 154
rules to transform Spanish text into LSE glosses,
and also built a completely statistical translation
model. The linguistically-informed rule-based
model outperformed the statistical model on a
small, domain-restricted dataset?>. This corpus
is labelled with lexeme-based glosses, which re-
semble words in the ambient spoken language
(Spanish) and are similar to representations found

2< 1k parallel utterances on a national identity card re-
newal dataset (ID/DL)

Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
(RESOURCEFUL-2023), pages 70-76, May 22, 2023 ©2023 Association for Computational Linguistics



in SL dictionaries and Signbanks - for example
DILSE (Fundacién CNSE, 2008). In contrast,
work by Porta et al. (2014) uses glosses from a
storytelling corpus which contain grammatical and
phonological information such as handshape and
mouthing. Later work (Chiruzzo et al., 2022) also
took a hybrid approach for Text2Gloss (T2G) and
Gloss2Text (G2T) transformation between Span-
ish and LSE, using a rule-based synthetic data to
pretrain a neural translation model.

2.1 Universal Dependencies and SLs

Treebanks based on the standardised Universal
Dependencies (UD)? framework are a valuable re-
source for NLP applications. The first publicly-
available UD treebank for a SL was for Swedish
Sign Language (Ostling et al., 2017), with sub-
sequent work on Italian Sign Language (Cali-
giore, 2020). Work is ongoing on a treebank
for LSE (Garcia-Miguel and Cabeza, 2020) - also
based on the iSignos/RADIS dataset. As this work
is not yet complete or available, we craft our own
PoS labels for this research. In addition, we de-
scribe an experiment on running an LSTM-based
PoS tagger on our manually tagged data.

3 Dataset and pre-processing

iSignos (Cabeza and Garcia-Miguel, 2019) is a
dataset consisting of parallel Spanish and LSE
gloss/video data from 12 unique signers in mul-
tiple dialogue settings: Spontaneous conversation,
storytelling, elicitation and a web drama. The to-
tal duration of the SL videos is 02h45, consisting
of 2.7k utterances, 16.5k words, 7.5k glosses, and
1, 356 unique glosses. Annotation conforms to the
RADIS (Pérez et al., 2019) project guidelines.

Each of the 24 iSignos videos are annotated
with a gloss channel for each hand, with each ut-
terance being timestamped and having a Spanish
and English translation. iSignos glosses contain
lexical, semi-lexical, and non-lexical signs.*

Linearised, lexical glosses were generated by
implementing the following steps:

* Count number of glosses in the left and right-
hand channels, and the greater number is as-
signed as the dominant hand

* Append co-occurring glosses on each hand
into one gloss separated by an underscore ‘_’
3https://universaldependencies.org/

4 A full discussion of what makes a lexical sign is beyond
the scope of this paper, consult Pérez et al. (2019)
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o If the glosses are equal, retain only one in-
stance of the gloss name

* If the glosses differ, remove the underscore
and retain the dominant-non-dominant gloss
ordering as seen in Ostling et al. (2017)

* Remove all semi- and non-lexical signs in-
cluding paralinguistic gestures, buoys, listing
buoys, semantic clarifications, unintelligible
signs, etc.

* Remove all markers indicating a sign was fin-
gerspelled or a sign name (‘DT:, DL:, SN:”)

* Replace numbers in brackets with a dashed
affix to indicate number inflection (Herrero-
Blanco, 2009), e.g. MES(CINCO)—MES-
CINCO?

* Remove markers for phonological variance
and manual quality, e.g. PADRE(2p)—
PADRE, PERDER3—PERDER

* Remove
predicates,

markers indicating classifier
types thereof, and manual
quality and then capitalise remaining
gloss e.g. cl.m(5d>Q):coger+guardar-

fruta—COGER+GUARDAR-FRUTA

* Remove tags indicating an index/pointing
sign for pronomials, locatives, and
demonstratives and supplete them with
an equivalent Spanish-derived gloss -
e.g. INDX.PRO(2p):1pl-=NOSOTROS,
INDX.DEM—ESTE, INDX.LOC—AQUI

Then, all lexical glosses were assigned a UD
PoS tag by two annotators based on their cor-
respondence with the meaning of their Spanish
translation, as well as the PoS tags and dictionary
definitions in LSE reference resources (Herrero-
Blanco, 2009; Gutierrez-Sigut et al., 2016; Cabeza
and Garcia-Miguel, 2019). Inter-annotator agree-
ment was 88.1%, based on a sample of 6.0% of
the data. Proper nouns (/N = 165) were also given
a named-entity recognition (NER) tag in the BIES
scheme® for use in the automatic PoS-tagger ex-
periment. Appendix 1 shows an example of this
process start to finish.

More detail, including all necessary scripts and
steps to reproduce this experiment are found on
Github.’

English translations in order: “Five months, father, to
lose, to pick up and hold fruit, we/us, this/that, here”

6Beginning, Inside, End, Singleton

"https://github.com/LaSTUS-TALN-UPF/nmt-lse-es



4 Experiments and findings

This section presents our experiments on auto-
matic PoS-tagging for glosses, and the use of these
PoS-tags to improve MT systems. For these ex-
periments, we split the corpus 64%-18%-18% for
training, development and test.

4.1 Automatic PoS-tagging

On larger datasets, it would be unfeasible to man-
ually PoS tag gloss data. As such, we used
NCRF++ (Yang and Zhang, 2018)? which is a cus-
tomisable LSTM-based neural sequence labelling
toolkit to generate predicted PoS and NER tags.
We experimented with using Spanish word2vec
embeddings (Cardellino, 2019) in the sequence la-
belling process.

The overall accuracy of the NCRF++ PoS tag-
ger on our data is 70.88% with no word embed-
dings, and 55.67% with Spanish word2vec embed-
dings. It appears that including embeddings had
an adverse effect on tagging.

Table 1 shows accuracy, precision, recall and
F1-score statistics for each PoS category in the no
embeddings experimental setup. The distribution
of tags in the training and dev. sets are shown
in Appendix 2. It seems that this naive model
is biased towards the more frequently-occurring
grammatical categories (from the manual tags), as
NCRF++ only predicts three categories more than
once in the iSignos test set data. Nouns and pro-
nouns are markedly overpredicted, with adverbs
being underpredicted. This observation is borne
out in good recall figures for nouns, verbs and
pronouns - but lower precision. As for NER,
the test set had a low number of proper nouns of
which none were correctly identified by NCRF++.
Therefore, it is not possible to do further analysis
on this task.

4.2 Text2Gloss and Gloss2Text Translation

We ran a series of experiments to evaluate whether
MT systems benefit from injecting PoS tags into
neural models. Following (Chiruzzo et al., 2022),
we train models using the OpenNMT (Klein et al.,
2017) tool, based on an LSTM attention, trying
different configurations of data. We carried out
experiments in both directions T2G and G2T. As
a baseline, we train a LSTM only using word
(T2G) or gloss (G2T) tokens as input features; and
compare it against models that aggregate our PoS

8https://github.com/jiesutd/NCRFpp
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PoS Man. NCRF Acc Pre Rec F1
ADJ 83 0 0.00 N/A 0.00 N/A
ADP 24 0.00 N/A  0.00 N/A
ADV 112 1 0.00 0.00 0.00 N/A
AUX 3 0 0.00 N/A  0.00 N/A
CCONJ 1 0 0.00 N/A 0.00 N/A
INTIJ 7 0 0.00 N/A  0.00 N/A
NOUN 573 702 0.76 0.69 0.85 0.76
NUM 22 0 0.00 N/A  0.00 N/A
PRON 96 166 0.58 046 0.79 0.58
PROPN 6 0 0.00 N/A  0.00 N/A
SCONJ 0 0 N/A N/A N/A N/A
VERB 467 525 0.86 081 091 0.86
All 1394 1394 0.7088
Table 1: Comparison of the distribution of

PoS tags generated by manual tagging, and the
NCRF++ tagger, and performance statistics for
each PoS which appears in the corpus

tags. To incorporate the PoS features to the model,
OpenNMT generates a new embedding table and
combines them and the word embeddings accord-
ing to three rules: Concatenation, sum or using a
multilayer perceptron (MLP). This results in in a
total of eight experimental settings.

Finally, for each experiment we also tried a
pretraining and fine-tuning with silver standard
data approach. This pretraining approach is based
on (Chiruzzo et al., 2022), where they describe a
way to generate a version of the AnCora (Taulé
et al., 2008) corpus in LSE glosses through a
simple rule-based system. They pretrain an MT
system with this data, and fine-tune it using the
ID/DL (San-Segundo et al., 2008) corpus data, ob-
taining improvements in all metrics compared to
the models without pretraining. In our case, we
use the same approach for generating an LSE ver-
sion of AnCora, but we also obtain the original
PoS for AnCora words and generate PoS associ-
ated to the AnCora LSE glosses. In this way, we
can replicate this approach for the eight experi-
mental configurations.

In these experiments, we evaluate the model us-
ing BLEU and select the best-performing weights
to compute the performances on the test data. The
results reported here correspond to the metrics
obtained on the test partition assuming the fol-
lowing metrics: BLEU (calculated using Sacre-
BLEU (Post, 2018) with international tokeni-
sation), ChrF (Popovié, 2015), METEOR, and
ROUGE-FI.

The results of our experiments are shown in
Table 2. First, note that the pretraining and
fine-tuning approach improved the scores for all



Direction | Use of PoS | Finetuning | BLEU | ChrF | METEOR | ROUGE.
T2G none no 10.10 | 0.260 0.140 0.200
none yes 11.77 | 0.317 0.183 0.269
concat no 10.66 | 0.267 0.144 0.208
concat yes 12.14 | 0.282 0.158 0.228
sum no 10.19 | 0.260 0.140 0.198
sum yes 11.81 | 0.315 0.182 0.263
mlp no 10.07 | 0.265 0.139 0.198
mlp yes 10.47 | 0.307 0.179 0.274
G2T none no 5.88 0.225 0.176 0.211
PoS none yes 9.03 0.266 0.215 0.244
annotated concat no 6.87 0.229 0.176 0.207
manually concat yes 9.91 0.266 0.217 0.247
sum no 2.88 | 0.163 0.113 0.149
sum yes 6.93 0.243 0.193 0.221
mlp no 356 | 0.178 0.133 0.170
mlp yes 6.89 | 0.245 0.202 0.233
G2T concat no 6.93 0.225 0.171 0.200
PoS concat yes 10.22 | 0.263 0.214 0.244
predicted sum no 1.87 0.155 0.102 0.137
with sum yes 7.39 | 0.225 0.170 0.192
NCRF++ mlp no 377 | 0.183 0.140 0.175
mlp yes 5.64 | 0.234 0.185 0.212

Table 2: Results of the MT experiments over the test corpus. The second column indicates is PoS
information was used, and how its information was combined. The third column indicates whether the

pretraining and fine-tuning approach was used.

metrics in all the variants of the experiments.
Although the performance is in general infe-
rior Chiruzzo et al. (2022), probably because the
iSignos corpus is larger and less domain-specific
than ID/DL, it is interesting to see that pretrain-
ing with AnCora silver data still yields marked
improvements in this corpus. The best models in
both directions, according to BLEU score, are the
ones that use PoS information, and combine them
through the concatenation method. However, us-
ing other combination methods yielded lower per-
formances in the G2T direction. More experi-
ments are needed to understand why this could be
the case.

In general, it seems that PoS information could
be leveraged by the models in order to make bet-
ter predictions. These tags possibly also tackle
the disparity between the total number of LSE
glosses (7.5k) and Spanish words (16.5k) in the
corpus. On top of there being information loss in
the gloss representation, such a difference in total
tokens is surely a challenge for translation models.
When we compare using the manually annotated
PoS, with the same experiments with PoS pre-
dicted with the NCRF++ method from section 4.1,
we can see that the use of NCRF++ predictions
in combination with the fine-tuning approach does
not hinder the performance, and for some of the
methods the results are even slightly better.

5 Future work

This study uncovers some interesting findings, and
provides the means of generating a sizeable paral-
lel resource for Spanish-LSE, as well as English
for most of the iSignos videos.

By way of future research directions, it would
be interesting to test this method on the ID/DL cor-
pus - or non-LSE SL datasets - in order to make
these results comparable with San-Segundo et al.
(2008) and Chiruzzo et al. (2022). In addition,
it would be desirable to run other PoS taggers on
this dataset for comparability such as the more re-
cent ROBERTa 0-shot tagger (Bujel et al., 2021) or
the HMM-based Apertium PoS tagger (Sdnchez-
Martinez et al., 2007) which is tailored towards
low-resource languages by means of the Baum-
Welch algorithm. In order to robustly confirm dif-
ferences between experimental setups, future stud-
ies would benefit from statistical significance test-
ing as advocated in Koehn (2004).

More generally, further work on grammatical
parsing in SLs would be beneficial. There is de-
bate as to whether LSE has PoS in the traditional
sense (Rodriguez Gonzdlez, 2003), and that these
categories are more flexible across SLs. Regard-
less, further studies are vital to increasing the vol-
ume of resources available, and to answer the call
for more computational linguistic based resources
for these vibrant languages.
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(See over)
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Appendix 2

Distribution of PoS categories in the training, de-
velopment, and test sets:

PoS Train Dev  Test
ADJ 292 77 83
ADP 18 19 24
ADV 440 158 112
AUX 35 2 3
CCONJ 9 7 1
INTJ 98 30 7
NOUN 1553 391 573
NUM 91 75 22
PRON 465 157 96
PROPN 109 51 6
SCONJ 7 0 0
VERB 1675 353 467
All 4792 1320 1394
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Figure 1: Appendix 1 - Example of linearisation and lexical glossing process on two sentences
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Abstract

Negation constitutes a challenging phe-
nomenon for many natural language pro-
cessing tasks, such as sentiment analysis
(SA). In this paper we investigate the rela-
tionship between negation and sentiment
in the context of Norwegian professional
reviews. The first part of this paper in-
cludes a corpus study which investigates
how negation is tied to sentiment in this do-
main, based on existing annotations. In the
second part, we introduce NoReCpegsynins
a synthetically augmented test set for nega-
tion and sentiment, to allow for a more
detailed analysis of the role of negation in
current neural SA models. This diagnostic
test set, containing both clausal and non-
clausal negation, allows for analyzing and
comparing the abilities of models to treat
several different types of negation. We also
present a case-study, applying several neu-
ral SA models to the diagnostic data.

1 Introduction

In sentiment analysis, negation is an instance of
the more general category of valence shifters (Liu,
2015), i.e., expressions that modify the polarity
of a sentiment expression. They can shift polarity
entirely, or reduce or increase it, functioning as
diminishers or intensifiers, respectively. Negation
is a well-known challenge for the correct treatment
of sentiment analysis (SA) related tasks, and sev-
eral previous studies have discussed negation as
a source of error for SA, such as Wiegand et al.
(2010) and Barnes et al. (2019).

In this paper we present new data on the relation-
ship between sentiment and negation in Norwegian,
based on the Norwegian Review Corpus (NoReC)
(Velldal et al., 2018), a collection of professional
reviews spanning several different domains, where
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the same subset of documents have been annotated
for both structured sentiment (NoReCp,; Ovrelid
et al., 2020a), and negation (NoReC,o; Mehlum
et al., 2021). To be able to more precisely test
the sensitivity of a model to the correlations be-
tween these two phenomena, we introduce a new
diagnostic dataset, NOReCNegSymh,l which contains
synthetically constructed minimal pairs that illus-
trate more fine-grained negation phenomena. The
dataset is created by extending NoReCj,, by negat-
ing existing sentences in the test set, and then anno-
tating them for sentiment and negation. These new
sentences have then been annotated for unnatural-
ness. We further illustrate the use of this synthetic
dataset by reporting diagnostics for three models,
showing the potential of our dataset.

This paper is organized as follows. In Section 2
we describe relevant previous research on senti-
ment and negation. In Section 3 we analyze the
relationship between sentiment and negation as it
can be found in the two original datasets, discussing
relevant corpus statistics. In Section 4 we turn to
describe the creation of the new diagnostic dataset.
In Section 5 we briefly introduce the models used
to showcase the diagnostic data, also discussing
the results. We propose some directions for future
work in Section 6, before concluding in Section 7.

2 Related Work

Liu (2015) provides a thorough description of the
interactions of negation and sentiment, albeit un-
der the category of valence shifters. He includes
an in-depth discussion of the relationship between
certain negators in English and their various func-
tions in expressing different types of sentiment.
Recently another negation diagnosis test set was
published for natural language inference (Truong
et al., 2022). The authors note the lack of attention

'Available at https://github.com/Tyriflis/
NorNegSynth
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given to subclausal negation. Although not specif-
ically designed with this in mind, our dataset nat-
urally contains both clausal and non-clausal nega-
tion. This allows us to investigate certain negation
cues that are exclusively subclausal, but does not
distinguish between clausal and non-clausal usages
of the same cue.

Several studies have focused on how diagnostic
datasets can be used for SA, including Barnes et al.
(2019), who present a challenge dataset for SA
where instances that several SA-models get wrong
are annotated for a range of different phenomena,
noting that negation is one of the phenomena that
affects SA the most. Hazarika et al. (2022) who
create diagnostic tests to analyze robustness in mul-
timodal SA.

3 Corpus Study on Negation and
Sentiment

While a synthetically created diagnostic dataset
can give us detailed insight into the performance
of different models, it does not necessarily tell us
anything about the relationship between sentiment
and negation in actual language use. In order get
a better understanding of the possible interactions
between these two phenomena, we perform a cor-
pus study on the NoReCp;,, and NoReC,,,,, datasets.
This preliminary study helped inform both the cre-
ation of our synthetic dataset and later the inter-
pretation of the results obtained when evaluating
models on it.

3.1 Datasets

In the sentiment-annotated dataset NoReCg,
(Dvrelid et al., 2020a), an opinion consists of a
holder, a target and a polar expression, in addition
to the associated polarity (positive/negative) and
its intensity (slight/standard/strong).

In NoReC,¢q, the same texts as in NoReCg,
have been annotated for negation. A negation con-
sists of a cue, which is the word that triggers or
identifies negation, and its scope within the sen-
tence. Affixal cues such as the negating prefix
u- ‘un-’ are also annotated. Since the cue can be
understood more specifically as the lexical item in-
dicating negation, we will also use the term negator
for expressions that indicate negations, correspond-
ing to a cue in use. The annotation guidelines for
NoReCj, specify that all elements affecting the po-
larity of an opinion are to be included in the scope
of the polar expression. This leads to all cues of

78

Total Positive Negative

# % # % # %
Polarity 1756 100.0 724 41.0 1032 69.3
Standard 1266 53.7 499 394 767 60.6
Slight 195 61.0 51 262 143 733
Strong 293 514 172 58.7 121 413

Table 1: Negation overlap counts for polarity and
intensity. The percentages indicate the proportions,
but do not add up to 100, as the same negation
expression can overlap with several different polar
expressions.

polarity-modifying negations to be included in the
scope of polar expressions, as in eample 1, where
verken is annotated as belonging to both tynn and
blikkboks-aktig separately.

(1) Lyden er verken tynn eller
Sound.the is neither thin nor

blikkboks-aktig
tin-can-like

‘The sound is neither thin nor tin-can-like.’

Basic statistics of the relation between the com-
plete SA and the negation datasets are reported in
Table 1, broken down according to polarity and
intensity. We present counts for positive and nega-
tive opinions separately, as we have seen that the
relevant distributions are not always equal. We ob-
serve that negation co-occurs more frequently with
negative polarity than positive. When it comes to
intensity, negation also co-occurs more often with
strong positive expressions as well as slight nega-
tive expressions.

3.2 Annotating the Effect of Negation on
Sentiment

The direct effect of negation on sentiment is not
apparent from the presence of negation alone. In
order to more precisely study these interactions, we
therefore manually annotate this effect on the 171
sentences in the test set that contain both negation
and sentiment.

(2) [Det er] ikke [viktig]
It is not important

‘It is not important’

Given a sentence that contains at least one nega-
tion and at least one polar expression, as in exam-
ple 2, a mapping is annotated from each negation
to one or more of the polar expressions, indicating



whether they are affected by the negation or not
and in what way. As noted before, negation cues
should be within the span of a polar expression if
they affect the polarity of the expression (@vrelid
et al., 2020a). In example 2, the cue ikke negates
the polar expression viktig.

However, the reverse is not true. There are cases
where a negation cue is within the scope of a polar
expression, without actually affecting the polarity
of that expression, as in Example (3) below. Here
the affixally negated word urolig ‘uneasy’ is within
the polar expression itself (indicated in bold), but
it is not itself part of what creates negative polar-
ity, which presumably is mainly the verb utfordrer
‘challenges’.

(3) Det er fint, men utfordrer den indre
it is nice, but challenges the inner
og urolige seksaringen i oss alle.
and un-calm six-year-old.the in us all.

‘It is nice, but challenges the inner and uneasy
six-year-old in us all’

The results of the annotations are reported in Ta-
ble 2. ‘No change’ indicates no effect on neither the
polarity or intensity of the polar expression. ‘No
change (Negated)’ refers to cases where a negation
cue scopes over or is a part of the polar expression
but there is no change in polarity. ‘No change (Not
negated)’ refers to cases where the scope of the
negation is outside the span of the polar expression
and there is no change in polarity. If we consider
the six-point scale employed in the sentiment an-
notation of NoReCy,,, with strong negative expres-
sions representing the lower end of the scale, and
strong positive expressions the upper, a reduction
indicates a polarity shift towards the lower part of
the scale, and an increase indicates change towards
the upper. We find that the majority of negations in
this study turn polar expressions into more negative
expressions (Reduction), but that a non-negligible
number of negators also increase polarity towards
the more positive end of the scale.

3.3 Negation Cues in the Data

Looking more closely at the cues, focusing on those
that have more than 3 occurrences in polar expres-
sions, we see that there are differences in how they
typically affect polarity. Table 3 shows how often
these cues affect polarity as a reduction or increase
in positive/negative valence. Only cues that occur
inside polar expressions are counted. Cues that
have their scopes outside are left out.
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Type of change # %
No change (Negated) 34 103
No change (Not negated) 155 46.8
Positive to Negative 80 40.0
Negative to Positive 52 26.0

Table 2: Counts and percentage-wise distribution
of shifts in polarity and cases where there is no
change, depending on whether the negation cue is
negated or not.

Change
Cue Reduction Increase  None
ikke ‘not’ 40 25 8
uten ‘without’ 3 6 2
u- ‘un-’ 15 5 13
aldri ‘never’ 2 4 0
-lgs ‘-less’ 1 4 1
ingen ‘none; no one’ 3 3 1
mangle ‘lack’ 6 0 0

Table 3: Reduction, increase or no change in polar-
ity or intensity for the cues with more than three
occurrences in the 171 sentences with both polarity
and negation.

Among potentially interesting patterns, we note
that ikke ‘not’ seems to be especially associated
with reduction. The same tendency may be noted
for mangle ‘lack’, but the lower frequencies makes
it difficult to generalize. Moreover, the affixal nega-
tion cue u- is common both as a reducing negator
and with no change, which partially stems from
the tendency for many sentence-level adverbials to
contain this cue.

Finally we return to the whole dataset and look
more closely at the distribution of cues in relation
to polarity and intensity. In Table 4 we see the 8
most common cues in the dataset and their respec-
tive distributions. This allows us to see that for
example ikke ‘not’ is used much more frequently
in relation to the ‘slight’ inensity, or that u- ‘un-’
seems to be somewhat more associated with strong
intensity, and that although not as strongly, aldri

‘never’ seem to be more associated with positive

polarity.

4 Synthetic Data for Diagnostics of
Negation and Sentiment Modeling

Based on the corpus study described above, we
have gained more insight into the relation between
negation and sentiment. We now turn to describe



Type ikke u-  uten -lps  ingen aldri mangle unntak
Positive ~ 47.5% 185% 85% 48% 65% 59% 0.9% 1.4%
Negative 55.0% 17.9% 5.6% 48% 4.6% 19% 4.2% 0.3%
Standard  524% 163% 7.7% 4.5% 5.6% 3.7% 3.3% 1.0%
Slight 712% 14.1% 3.5% 2.0% 4.6% 1.0% 0.5% 0.5%
Strong 37.7% 285% 53% 82% 53% 4.6% 2.0% 0.0%

Table 4: The eight most common cues and their respective distributions in the whole dataset (train, test,
dev). Note that a single cue can occur in several different polar expressions, so the percentages do not add

up to 100%.

the creation of a synthetic diagnostic dataset for
evaluation of sentiment analysis models that mea-
sures specifically the effect of negation.

The diagnostic dataset was created based on ex-
isting NoReC annotations, by manually augment-
ing the test set using cues found in NoReC,,,,, or by
removing already existing negation cues. The com-
plete process was as follows: 1) We first extracted
sentences containing at least one polar expression,
before 2) manually inspecting to see which nega-
tion cues could be used to negate the polar expres-
sions in the sentence. 3) If a negation was appli-
cable, we ascertain whether the cue can be added
without significant syntactic changes. 4) The new
sentences were given a new sentence ID, and each
newly negated polar expression was mapped to its
corresponding polar expression in the original sen-
tence. 5) Once the dataset was completed, each
sentence was annotated for negation, polarity, in-
tensity and naturalness. The process was identical
for the removal of cues. Examples 4 to 7 below
illustrates the process. Here the original sentence
has no negation, and then the cues ikke ‘not’, ingen
‘no;none;no one’ and pd ingen mdte ‘in no way’
were used to negate it.

(4) En fest for sansene

A party for the senses

¢ A party for the senses’

(&)

lkke en fest for sansene
Not a party for senses.the

‘Not a party for the senses’

(6)

Ingen fest for sansene
No  party for senses.the

‘No party for the senses’

(N

Pd ingen mdte en fest for sansene
On no way a party for senses.the

‘In no way a party for the senses’
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One benefit of this method is that it allows us
to align the synthetic negated sentences to the pre-
existing annotations to create minimal negation
pairs. Furthermore, non-manual methods such
as rule-based negation insertion is difficult, as
negation is a complex phenomenon that relies not
only on syntactic constraints, but also on seman-
tics. Not all polar expressions can be negated, and
not all negations can be used in all cases. The
large number of existence negators such as strippe
‘stripped;bare’, fraveer ‘absence’, savne ‘miss’ and
blotte ‘void (of)’ understandably have limited use,
as they require an existing existential expression
to negate. Another example is the negator la veere
‘refrain from’, which requires a verb with an agen-
tive subject, vastly restricting its distribution. In
the synthetic sentence in Example 8, the original
verb gjort ‘done’ has been substituted by latt veere
a gjgre ‘refrained from doing’, as gjgre ‘do’ allows
for agentive subjects. Examples 4 to 7 are good
examples of some of these restrictions. We see
that the original sentence in example 4 cannot be
negated with an existential negator, as there is no
expression of existance to negate. The elided cop-
ula also does not take an agentive subject, leaving
out possible negation with la veere ‘refrain from’.

8) [...] har alle latt vere d gjgre en
[...] have all leave be to done an
imponerende jobb med a gi  hjerte og
impressive ~ job with to give heart and
sjel til denne filmen
soul to this  movie

¢ [...] have all done an impressive job with giving
heart and soul to this movie.’

Another problem arises when a polar expression
restricts the context in a way that hinders a nega-
tion from sounding natural. Expressions such as
ulempen er at ..., ‘The disadvantage is that ...” and
Heldigvis ... ‘Fortunately’ require a polar expres-
sion to have negative and positive polarity, respec-
tively, in order to sound natural.



4.1 Dataset Cues

NoReC,,, contains a large number of cues that
could potentially be interesting to investigate, but
as discussed, not all cues allow insertion into any
sentence. The cues found in the original dataset
are reported alongside the number of increases in
the synthetic dataset in Table 6. Frequency lists
provide a good indicator of versatility; almost all
negation cues can be rewritten with ikke ‘not’, but
become increasingly specialized. The cues used in
the synthetic dataset represent the most frequent
cues found in NoReC,,,. We see that the cues
verken and ingen mdte constitute the largest differ-
ences compared to the original dataset. In order to
avoid a high proportion of simple-to-use cues, the
annotators were allowed to not annotate sentences
using the most common cues, in favor of focusing
on producing negations with less common ones.

4.2 Challenges

An attempt at trying to negate every sentence with
every cue poses several challenges.

Cue limitations First of all, all cues have their
own limitations. While ikke, being the most com-
mon negator, has a wide range of possible uses, the
same cannot be said for e.g. mangle, ‘lack’, which
requires an existential expression, and the before-
mentioned la veere, or even u-, “‘un-’, which despite
being the second-most frequent cue, is restricted to

adjectives .

Embedding Expressions Another challenge is
that the nature of the original sentences can make
it difficult to construct natural-sounding examples.
In some cases, the polar expressions we wish to
negate are embedded in an overarching expression.
Expressions such as Ulempen er at ‘the catch is
that’, Heldigvis ‘Fortunately’ or Det positive er at
“The positive is that’ already dictate the polarity
of the following embedded phrase, and while it
would have been interesting to investigate which
effect this could have had, these negations lead to
unnatural-sounding sentences, and were avoided.

4.3 Unnaturalness

One key point of our dataset is that it is similar
to language that is likely to be found when work-
ing with review data. We wanted the same type
of language. However, as discussed above, not all

2Note, this is not the denominal prefix -, meaning ‘bad’
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Positive Negative
Intensity # % # %
Slight 10 2.07 20 4.13
Standard 42 8.68 203 4194
Strong 12 248 107 22.11
Total 64 1624 330 83.76

Table 5: Polarity and intensity for polar expressions
in the synthetic part of the dataset, given a change
in polarity. The remaining 90 polar expressions
had the same polarity as their original sentences.

sentences can be negated in all ways, and negat-
ing might lead to unnatural-sounding sentences. In
order to keep the dataset as natural-sounding as
possible, an annotator separate from the creator of
the synthetic dataset annotated all 306 sentences
using an unnaturalness scale from 1-3, where 1
indicates that the annotator feels that they could
produce the sentence in question themselves (low
unnaturalness), 2 indicates that they do not find it
strange, but they would not produce it themselves.
Finally a score of 3 indicates that the sentence
seems completely unnatural (high unnaturalness)
. We found that 289 (95%) of the sentences are
natural-sounding, while 13 (4%) were less natural.
The 4 (1%) sentences receiving a naturalness score
of 3 were all discarded.

4.4 Polarity and Intensity

The dataset was also annotated for polarity and in-
tensity. The annotator was familiar with polarity
annotation, but was asked to base the new annota-
tion on the assumption that the existing annotation
were correct. This was to more correctly anno-
tate the effect of negation, rather than introduce
new interpretations of the sentences. Out of the
302 natural-sounding sentences there was a total
of 394 polar expression that had a change in polar-
ity, while 90 polar expression kept their original
polarity. The polarity and intensity of the changed
expressions are reported in Table 5

4.5 Corpus Statistics

With the addition of the synthetic sentences, the
combined test set contains 472 sentences with both
negation and sentiment.

5 Benchmarking

In order to illustrate the use of our diagnostic
dataset in the analysis of sentiment models we



Type Count Type Count
ikke 158 + 156  nei 1+0
u 57 +29 miste 1+0
uten 25+13 null 1+0
ingen 16 +27 blotte 1+1
aldri 11+6 istedenfor 1+0
Igs 10+ 1 strippe 1+0
mangle 6+11 ei 1+0
fraveer 2+0 ingenting 1+1
ingen mate 2+ 21 mangel 1+0
unntak 240 la vere 0+11
verken 2425 unnga 0+4
fri 2+0 ikke- 0+3
savne 1+0

Table 6: Cue counts in the original dataset and the
added number in the artificial dataset. 23 sentences
had negation removed.

apply three different models to it. The two first
models are the baseline models for the 2022 Se-
mEval shared task on Structured Sentiment Analy-
sis (Barnes et al., 2022), while the third is a graph
model presented in (Samuel et al., 2022). For all
models we focus on polar expressions and the ef-
fect the different types of negation has on the in-
terpretation of these if they are in the scope of a
cue. Although some of the models have the capac-
ity to treat both targets and holders in addition to
polar expressions, we have chosen to ignore these
expressions for the purpose of this dataset.

5.1 Sequence Labeling Model

The original SemEval 2022 baseline sequence la-
beling model (Barnes et al., 2022) employs the BIO
tag scheme to mark polar expressions, targets and
holders. The model originally first trains a sep-
arate BiLSTM model for each of the three parts,
but in our case it was only trained on the polar ex-
pressions. After this, a relation prediction model
is trained with another BilSTM with max pooling.
The input words are represented by static embed-
dings; in our case those from Norwegian-Bokmaal
CoNLL17 corpus.? Since this paper focuses on the
effect of negation on polar expressions only, we
only ran the model on the polar expressions in the
dataset. It does not predict intensity.

5.2 Sentiment Graph Parser

The second baseline model (Barnes et al., 2021)
employs a more advanced architecture. The un-
derlying theory for this model is that a sentiment

3From the NLP Repository: http://vectors.nlpl.
eu/repository/
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Model Binary F;  Token F;  Pol. Fy
Seq. model 0.85 0.52 0.71
Graph parser 0.84 0.55 0.72
Dir. parser 0.79 0.56 0.87

Table 7: Binary, and tokens based F; scores for
the three models. Polarity is only evaluated at the
token level.

expression can be expressed as a graph, where the
polar expression head is the root of the graph, hence
reformulating the task to general graph parsing.
The system is in essence a reimplementation of
Dozat and Manning (2018). The model was run
with static embeddings, which are the same as for
the model above. The model architecture allows
for the specification of whether the graphs should
be head-final, indicating that the final token of an
expression is the head, or head-first, where the first
token indicates the head. In their original paper
(Barnes et al., 2021), the best results were obtained
with a head-final architecture, and we will only be
using this in our evaluation scheme.

5.3 Direct Parsing Model

This model represents a near-state-of-the-art
(SOTA) model which has showed good results
for SA for Norwegian (Samuel et al., 2022).
The model is also graph-based, but using a non-
sequential semantic representation. It is an opti-
mized version based on the graph parser presented
in Samuel and Straka (2020), using contextualized
embeddings.

5.4 Results

The output from running the three models on the
dataset were evaluated separately for each model.
From each model, the set of polar expressions with
associated polarities were evaluted against the gold
diagnostic dataset. We first evaluated each model
output with a F;-score in two granularities, token-
based and binary, as in NoReCg, Ovrelid et al.
(2020b), in order to get an overview of the models’
capabilities. The results are shown in Table 7. Al-
though the token F is a better overall metric for the
models, we use binary overlap to indicate match-
ing polar expressions, as this disallows expressions
lengths to influence the results.

From the results in Table 7, we see that although
not indicated by the binary score, the direct parser
scores better at token based F;, and much more so
when it comes to polarity. It is also worth mention-


http://vectors.nlpl.eu/repository/
http://vectors.nlpl.eu/repository/

ing that the good scores of this model also comes
from its ability regarding holders and targets of po-
lar expression, which we will not investigate. We
stress that the aim of NoReCpegsynnis not to eva-
lute models overall; only to give indications of their
treatment of negation in relation with sentiment.

Having a brief understanding of the models ca-
pabilities, and knowing that they all manage to cap-
ture polar expressions to some extent, we move to
the negation. We here assess each polar expression
in the diagnostic set, seeing if it has been predicted,
as defined by a binary overlap with a predicted po-
lar expression. We then examine negations inside
this expression, as well as polarity and intensity,
and the cue lemma.

From table 8, we see the results of the evaluation
of where the models agree with the gold diagnos-
tic set, and how these predictions are distributed
among the various cues in the expressions they
predict. As the models need to correctly give the
correct interpretation to the cues when assigning
polarity, this information allows for a more fine-
grained cue-oriented diagnosis. While most of the
cues have far too few occurrences, we notice es-
pecially the 10 most common cues: ikke ‘not’, u-
‘un-’, ingen ‘no;no-one’, mangle ‘lack’, verken ‘nei-
ther’, uten ‘without’, aldri ‘never’, ingen mdte ‘no
way’, la veere ‘refrain (from)’ and -lgs ‘-free’. The
interesting parts are the different agreement pro-
portions observed for the models. For example,
we see that the direct parser agrees with the gold
set in almost three times as many cases when the
negation is ikke. We see similar tendencies for the
same model and the other cues, with two interest-
ing exceptions: verken is very slightly associated
with disagreement, indicating that this model might
struggle more with this cue. We further find that for
the affixal cue u-, the direct parsing model is excel-
lent at correctly identifying the correct sentiment,
potentially indicating that this is a stronger model
for subtoken negation. For the sequence tagger we
see that the tendencies are lower than for the two
other models. Although u, mangle and uten tend
towards agreement, the others do not. We note that
verken has a very low ratio here. The graph model
places itself in between the two others. It tends to-
wards agreement for all the top cues except verken,
but not to the same extent as the direct parser.

&3

5.5 Minimal Negation Pairs

As the negations were added to existing sentences
with polarity, the resulting dataset contains several
sets of minimal pairs, where the only difference is
negation. Looking back at example ?? to example 7
, we see that the first example is the originally
unnegated sentence. The three following sentences
are negations using ikke ‘not’, ingen ‘no’ and pd
ingen mdte ‘in no way’, respectively. The two first
negations were annotated as Negative Standard,
while the last was annotated with Negative Strong,
which is typical of expressions with pd ingen mdite.

We theorize that looking at these sentences gives
us more information about a models’ negation ana-
lyzing capabitilies, in the sense that if it correctly
predicts polar expressions in the original sentence,
and also in the negated sentence, given that the po-
lar expression in question is in fact negated by the
newly added negation, then this must indicate that
the model can interpret the cue correctly. There
are 203 such pairs in the dataset. Most pairs (134)
consist of only the original sentence and a single
negatated sentence, but there are also sets with two
negated (56), 3 negated (22) and a single case of
four negated sentences for the same original sen-
tence.

Among these sentences, not all possible polar
expressions have been identified by all models. In
order to be inspected, the original non-negated po-
lar expression must have been predicted with binary
overlap, along with at least one negated polar ex-
pression. We use this overlap to see how well the
models are able to correctly identify negation and
the related polarity change for these minimal pairs.

In Table 9 we see to which degree the three mod-
els are able to correctly predict these minimal pairs.
We observe that in fact the Direct parser model and
the Sequence model are both outperformed by the
Graph model when it comes to correctly predict-
ing the shift in polarity when adding negation to
an originally Positive sentence. However, when
adding negation to originally Negative sentences,
we see that the Direct parser outperforms the other
models. This comparison would not have been
clear without these negation pairs.

6 Future Work

Despite being able to shed some light on the ef-
fects of various models, there is still the problem
of scarce cues. If the goal is to maintain a high
level of naturalness in the sentences, one possible



Direct parser Sequence Graph
Cue Agree Dis. Ratio | Agree Dis. Ratio | Agree Dis. Ratio
ikke 66 23 287 46 59 0.8 60 45 1.33
u 31 4 7.5 26 14 1.86 21 15 1.40
ingen 12 2 6.00 6 11 0.55 9 7 129
mangle 10 4 250 13 2 6.50 10 5 200
verken 6 7 0.86 5 13 0.38 5 13 038
uten 9 0 - 8 5 1.60 10 4 250
aldri 3 1 3.00 0 5 - 3 2 150
ingen mate 6 2 3.00 2 7 0.29 9 4 225
la veere 4 1 4.00 3 1 3.00 2 4 0.0
1gs 3 2 150 4 2 2.00 4 3 133
blotte 2 2 1.00 0 0 - 2 2 1.00
savne 1 0 - 1 0 - 0 1 -
unnga 0 0 - 0 0 - 0 1 -
ingenting 0 0 - 0 1 - 1 0 -
ei 0 1 - 0 1 - 1 0 -
fri 2 0 - 1 0 - 1 1 1.00
fraver 0 0 - 1 1 1.00 0 1 -
ikke- 2 1 2.00 0 2 - 0 2 -
strippe 0 1 - 1 0 - 0 1 -

Table 8: Agreement and disagreement on polarity for the 19 negation cues in the corpus, for each of the

three models.

Direct Graph Seq
Type # % # % # %
PtoN(w) 100 60% 67 43% 112 70%
PtoN (¢) 40 24% 70  45% 20 13%
Nto P (w) 10 6% 12 8% 24 15%
Nto P (c) 18 11% 7 4% 3 2%
Total 168 156 159

Table 9: How well each model is able to cor-
rectly (c) or incorrectly (w) predict the polarity
of a negated sentence given that it correctly pre-
dicts its non-negated counterpart, from Positive (P)
to Negative (N) and vice versa.

solution might be to actively seek out specific cues
in the original un-annotated dataset and annotate
them for polarity, rather than the opposite, as we
have done here. As our research has shown that
there does seem to be differences between different
cues and how models treat them, we urge the ex-
ploration of individual cues and expressions to an
even larger degree, especially those with low fre-
quencies. Work also remains to explore how these
tendencies generalize across different domains.
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7 Conclusion

We have performed basic statistic checks of the
relationship between negation and sentiment in
Norwegian review texts and seen cases where cer-
tain negators co-occur more frequently with certain
types of polarity and intensity. This motivated the
creation of a synthetic dataset, which was used to
evaluate three models. We see that this dataset re-
veals differences in how different machine learning
models treat different cues, and how they differ in
their ability to correctly identify polarity in mini-
mal negation pairs, when the non-negated sentence
is correctly identified. Furthermore, we see that
although it is still difficult to include low-frequency
cues, due to their limited syntactic and semantic
flexibility, the increased number of common cues
allow us to observe differences with greater confi-
dence. We also note that this allows us to investi-
gate cues that were not present in the original test
set. We observe that having minimal negation pairs
allows us to gain insight into the capabilities of the
model which would not have been possible without
these data. As the number of cues in the diagnostic
dataset is comparable to the full test set, we believe
that this type of diagnostic set can also save future
annotation efforts where applicable.
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Abstract

The Open Multilingual Online Lexicon of
Okinawan (OMOLO) project aims to cre-
ate an accessible, user-friendly digital lex-
icon for the endangered Okinawan lan-
guage using digital humanities tools and
methodologies. The multilingual web ap-
plication, available in Japanese, English,
Portuguese, and Spanish, will benefit lan-
guage learners, researchers, and the Oki-
nawan community in Japan and diaspora
countries such as the U.S., Brazil, and
Peru. The project lays the foundation for
an Okinawan UD Treebank, which will
support computational analysis and the de-
velopment of language technology tools
such as parsers, machine translation sys-
tems, and speech recognition software.
The OMOLO project demonstrates the po-
tential of computational linguistics in pre-
serving and revitalizing endangered lan-
guages and can serve as a blueprint for
similar initiatives.

1 Introduction

This study introduces our ongoing project to cre-
ate a learner-friendly dictionary of Okinawan, a
Ryukyuan language, based on an existing printed
dictionary.! We created two versions of the online
dictionary, which are useful for the learning and
revitalization of Okinawan.

Okinawan (Uchinaaguchi) is one of the indige-
nous Ryukyuan languages spoken in and around
Okinawa Island in the Ryukyu Archipelago and

!This work was supported by the NIHU Knowledge Co-
creation Project “Digital Library for Humanities,” the Insti-
tutional Core Research Projects “Co-creation of Research In-
frastructure Through the Integration of Diverse Lexical Re-
sources” and “Research on the Conservation of Endangered
Languages,” the JSPS Kakenhi Grant Number JP19H01265
and JP21K18376, and ROIS-DS-JOINT 2022 “LAlJaR: Lan-
guage Atlas of Japanese-Ryukyuan.”
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across Okinawan diasporas worldwide. However,
since mainly elderly speakers can speak it but
not many younger speakers, according to (UN-
ESCO, 2010), this language is endangered. How-
ever, various lexicographical works on the Oki-
nawan language have been done so far. Among
others, an Okinawan Shuri dialect speaker, Seibin
Shimabukuro, created a 1,856-page manuscript
of the Okinawago Jiten (Okinawan Dictionary)
in 1951, with the headwords written in classi-
cal orthography with a katakana syllabary which
did not faithfully represent the actual pronunci-
ation. The National Institute for Japanese Lan-
guage and Linguistics (NINJAL) extensively re-
vised the headwords and other example sentences
using a Latin alphabet supplemented with diacrit-
ical marks and some IPA faithful to the pronun-
ciations in a unique way original to this dictio-
nary. It published a revised version in 1963 (NIN-
JAL, 1963). Its ninth version was digitized in
XSLX format and published in NINJAL’s repos-
itory under a CC BY 4.0 license in 2001.2 Al-
though helpful for researchers, it poses difficul-
ties for language learners due to its use of al-
phabetic phonological notation and special supple-
mentary symbols, requiring familiarity with both
the language and the International Phonetic Al-
phabet (IPA). In Japan, using IPA-based letters and
diacritical marks on the Latin alphabet is unknown
to ordinary users usually. This study utilizes the
digital Okinawago Jiten dataset to create a user-
friendly multilingual web application, Open Mul-
tilingual Online Lexicon of Okinawan (OMOLO),
in Japanese, English, Portuguese, and Spanish for
language learners and contributes to language re-
vitalization and Okinawans’ “language reclama-
tion” (Leonard, 2017) by collaborating with learn-
ers from Okinawan communities, including Oki-
nawan diaspora communities in countries outside

https://mmsrv.ninjal.ac.jp/okinawago/,
accessed on March 28, 2023.

Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
(RESOURCEFUL-2023), pages 86-91, May 22, 2023 ©2023 Association for Computational Linguistics



of Japan such as the United States of America,
Brazil, and Peru.

2 Orthographical and multi-lingual
challenges in TEI Lex-0 and its
visualization

Language revitalization has recently been flourish-
ing in the Ryukyus. Although the Ryukyuan lan-
guages have been unwritten for a long time un-
til recently, except for Okinawan, which has its
classical literature and writing system, contem-
porary writing systems that are more conforming
to the actual pronunciation have been established,
most of which employ only phonetic kana char-
acters. However, as a result of our survey of ex-
isting dictionaries, it was clarified that many Ok-
inawan speakers prefer writing systems employ-
ing both phonetic kana and ideographic charac-
ters, i.e., Chinese (kanji) characters, and orthogra-
phies using only phonetic characters are not in
line with speaker demand. Thus, there is a de-
mand amongst learners for a kanji-hiragana com-
bination in addition to hiragana-only text. If Ok-
inawago Jiten, which until now has been written
only in phonetic characters, were to be expressed
in kanji-kana script, it could meet the demands of
a larger number of learners. Therefore, we tran-
scribed the headwords and example sentences in
the Okinawago Jiten with our provisional orthog-
raphy consisting of both hiragana-only and kanji-
hiragana texts, which are designed to enable easy
input with the default settings on ordinary comput-
ers or smartphones. The headwords and example
sentences in the NINJAL’s spreadsheet version of
the Okinawago Jiten are written in alphanumeric
characters in the ASCII range.

In this study, we conducted a survey of the
existing Okinawan orthographies in eleven text-
books and dictionaries, such as Okinawa Prefec-
tural Shimakutuba Orthography Council’s (Shi-
makutuba Seishoho Kento Iinkai, 2022), Nishioka
et al. (2006), Uchima and Nohara (2006), Hana-
zono et al. (2020), Nakamatsu (1999), Fija (2015),
Miyara (2021), Carlino (2022), an orthography for
the Shuri dialect of Okinawan and another for the
Tsuken dialect by Ogawa et al. (2015), and par-
tial katakana renditions seen in the introductory
chapter of NINJAL (1963). We created a database
of these existing Okinawan orthographies and a
Python program converting one orthography to
another (see Miyagawa and Carlino, submitted).
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14,549 headwords were converted into major or-
thographies. We chose the hiragana rendition of
Nishioka et al. (2006)’s orthography as the stan-
dard for the headword but put the other orthogra-
phies in sub-layers including our original kanji-
hiragana notation, in which the hiragana part is
based on Nishioka et al., 2006. Using XSLT, we
converted the data into TEI Lex-0,> a TEI XML
subset for dictionary data (Fig. 1). TEI XML
is a de facto standard of text mark-up in Digi-
tal Humanities. Currently, we are also translat-
ing the meanings of each word and example sen-
tence written in Japanese into Portuguese, Span-
ish, and English for Okinawan diaspora communi-
ties in countries such as the United States of Amer-
ica, Brazil, and Peru. Each language and writ-
ing system is written according to BCP47* in the
xml:lang attribute.

<entry xml:id="abiigwii" type="mainEntry" xml:lang="ryu">
<form type="1lemma">
<orth xml:lang="ryu-Latn">abiigwii</orth>
<orth xml:lang="ryu-Hira">&U0'—<w—</orth>
<orth xml:lang="ryu-Jpan">WE</orth>
<pron notation="ipa">fabilgwil</pron>

</form>
<gramGrp>
<gram type="pos">NOUN</gram>
</gramGrp>
<sense xml:id="abiigwii.1">
<cit type="translationEquivalent"
<cit type="translationEquivalent"
<cit type="translationEquivalent"
<cit type="translationEquivalent"
<cit type="example">
<quote xml:lang="ryu-Latn">Kaamakara abiigwiinu chikariin.</quote>
yu-Hira">ph—Fh5 HT—<w—8% 5hh—A, </quote>
<quote xml:lang="ryu-Jpan">h—£h S WEsH EHMD—A. </quote>
<cit type="translation" xml:lang="jpn-Jpan">
<quote>EL M SMUEH M X3, </quote>
</cit>
<cit type="translation" xml:lang="eng-Latn">
<quote>I hear a shout from far away.</quote>
</cit>
<cit type="translation" xml:lang="por-Latn">
<quote>0Quve-se um grito a disténcia.</quote>
</cit>
<cit type="translation" xml:lang="spa-Latn">
<quote>Se oye un grito en la distancia.</quote>
</cit>
</cit>
</sense>
</entry>

xml:lang="jpn-Jpan">MUHE, </cit>

xml:lang="eng-Latn">A shout.</cit>
xml:lang="por-Latn">Um grito.</cit>
xml:lang="spa-Latn">Un grito.</cit>

Figure 1: XML data compliant with TEI Lex-0

From this XML file, we created the prototype
website using XSLT and Hugo, a static site gener-
ator developed in the Go language, with the theme
Hugo Curious®, which is searchable and has easy-
to-read headwords on each page (Fig. 2).

*https://dariah-eric.github.io/
lexicalresources/pages/TEILex0/TEILex0.
html, accessed on March 28, 2023.

4See https://www.w3.org/International/
articles/language-tags/index.en, accessed on
March 28, 2023.

Shttps://github.com/vietanhdev/
hugo-curious, accessed on March 28, 2023.
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Figure 2: Example of visualization of a TEI Lex-0
dictionary entry of OMOLO in Hugo

3 Omeka S and Linked Open Data

In addition to the prototype website created us-
ing XSLT and Hugo, we are working on an al-
ternative platform for presenting the Open Mul-
tilingual Online Lexicon of Okinawan (OMOLO)
using Omeka S,° an open-source web publish-
ing platform designed for sharing digital collec-
tions and creating media-rich online exhibits (Fig.
3). Omeka S is well-suited for digital humanities
projects, offering a user-friendly interface and ad-
vanced features for organizing and presenting col-
lections of various digital assets.
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Figure 3: Omeka S visualization of the data

By utilizing the flexibility and extensibility of
Omeka S, we plan to create a visually engag-
ing and interactive experience for users to explore
OMOLO. We import the TEI Lex-0 XML data into
Omeka S, converting it into compatible metadata
for items and item sets within the platform, provid-
ing JSON-LD data (Fig. 4) as Linked Open Data
(LOD)/Resource Description Format (RDF). This
enables us to present the lexicon entries in a more

6https ://omeka.org/s/, accessed on March 28,
2023.
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structured and organized manner, facilitating easy
navigation and browsing for language learners and
providing the data to other external services easily,
following the standard of LOD/RDF.

[ ttps://ninda.ninjal.ac.jp/api/sites
"@id":"https://ninda.ninjal.ac.jp/api/sites/2","o:i
"dict:kanji": [{"type":"literal","property_id"
"property_label":"BEFHREL DRE","is_public' "@value":"EX
"}1,"dict:hiraga iteral","property_id":1
"property_label" _public":true
"}1,"dict:ipa" "type":"litera
“property_label":"IPA","is_publ
"dict:sensel": [{"type

"property_label":" &1

("EE, EhEhR,
"}1,"dict:examplel-1": 2" .

"property_label":"#I321-1","is_publi rue,"@value":"EX (ULw—Uw
=) & (b—) B ' (b) 2&ch HDIITHRZTbIULLIEI ) "},
"dcterms:title": [{"type":"literal","property_id":1,
"property_label":"Title","is_public":true,"@value":"Ui—Uw— (A
4 VhR TiRiBRERES OMOLO: ID 14549) "}1}

Figure 4: JSON-LD output file of a lexicon entry
following the LOD/RDF standard

Furthermore, Omeka S allows the incorporation
of multimedia assets, such as audio recordings and
images, which can be attached to individual lexi-
con entries. This feature will significantly enhance
the learning experience, providing users access to
native-speaker pronunciations and visual aids to
support language acquisition.

4 Application of the data to Okinawan
Universal Dependencies treebank

The data generated from the OMOLO project is
to build an Okinawan Universal Dependencies
Treebank (Fig. 5), which will be a valuable re-
source for researchers such as descriptive linguists
and computational linguists working with the Ok-
inawan language. Universal Dependencies (UD)
is a framework for cross-linguistically consistent
treebank annotation that aims to create a compre-
hensive and multilingual resource for natural lan-
guage processing and linguistic research’. It was
created by integrating three dependency gram-
mar projects: (universal) Stanford dependencies
(de Marneffe et al., 2006; de Marneffe and Man-
ning, 2008; de Marneffe et al., 2014), Google uni-
versal part-of-speech tags (Petrov et al., 2012),
and the Interset interlingua for morphosyntactic
tagsets (Zeman, 2008). Currently, the latest ver-
sion of UD is ver. 2.11, including 243 treebanks
and 138 languages. More minority and endan-
gered language treebanks such as Amazonian in-
digenous languages and Australian aboriginal lan-

"https://universaldependencies.org/, ac-
cessed on March 28, 2023.



guages (Miyagawa et al., 2023). So far, there is
one Japonic language, namely Standard Japanese,
which has treebanks in UD. Okinawan UD (Miya-
gawa et al., 2023), using OMOLQO’s example sen-
tences and other text corpora (NINJAL, 1978,
1985, 1986, 1987), will contribute to the diversity
of UD so that we can execute more diverse typo-
logical research using UD.

case
nummodw Fclfj
(num)  (PROPN)
sister two CLASSIFIER NOMINATIVE
Wwh=i- T E3<B N
Figure 5: Visualization of  Pmmiimee
ta=tukuru=ga (sister two=CLF=NOM) “two

sisters” in Okinawan UD Treebank (Miyagawa
et al., 2023) using deplacy (Yasuoka, 2020)

The Okinawan UD Treebank is constructed us-
ing the linguistic data available in the OMOLO,
including the headwords, example sentences, and
translations.® These data points are annotated in
the CoNLL-U format following the UD guidelines
to create dependency trees that capture the Oki-
nawan syntactic structure.

After this phase, using this data as the training
data, we train models included in the Hugging-
Face Transformers library®, such as BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019),
and TS (Raffel et al., 2020), with this training
data, and create a model to parse Okinawan text
into CoNLL-U with dependency relation (DepRel)
and universal parts-of-speech (UPOS) tags auto-
matically. Thus, by developing the Okinawan UD
Treebank, OMOLO, as its lexicon data and sup-
plier of sample texts, supports the computational
analysis of Okinawan, which can help develop lan-
guage technology tools, such as parsers, machine
translation systems, and speech recognition soft-
ware. These tools can contribute to revitalizing the
Okinawan language by making it more accessible
to a broader audience and promoting its use in dig-
ital communication.

5 Conclusion

In conclusion, the OMOLO project aims to pro-
vide a user-friendly, multilingual, and accessible
8For more details, see Miyagawa et al. (2023).

“https://huggingface.co/docs/transformers/index,
cessed on March 28, 2023.
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resource for language learners and researchers in-
terested in Okinawan. By utilizing NLP and dig-
ital humanities methodologies, we have created a
digital lexicon that can be used for language recla-
mation and revitalization efforts. Future develop-
ments will include creating an Omeka S version
for a more visually engaging presentation with the
output function of LOD/RDF and constructing an
Okinawan UD Treebank to support computational
analysis and language technology tools.

The foundation laid for the Okinawan UD Tree-
bank is an essential aspect of this project, as it
provides computational linguists with a valuable
resource for working with Okinawan. The tree-
bank facilitates the development of language tech-
nology tools, such as parsers, machine translation
systems, and speech recognition software, which
can significantly increase the accessibility and use
of the Okinawan language in digital communica-
tion and contribute to its revitalization. At present,
there are no large-language models (LLMs), such
as GPT-4 (Bubeck et al., 2023), that can effec-
tively handle the Okinawan language. This is
primarily due to the limited availability of high-
quality text corpora essential for training these
models. However, the methodologies presented in
this paper can create more comprehensive and ac-
cessible online resources for Okinawan.

As these Okinawan text corpora grow in size
and quality, LLMs will be better equipped to learn
and understand the language. With sufficient train-
ing data, future iterations of LLMs, like GPT-4,
may be able to process and generate Okinawan
text effectively, thereby contributing to the lan-
guage’s revitalization and making it more accessi-
ble to a broader audience. Additionally, the avail-
ability of high-quality Okinawan resources can
help facilitate the development of advanced lan-
guage technology tools, such as machine transla-
tion systems, parsers, and speech recognition soft-
ware, further promoting the use and preservation
of the Okinawan language in the digital age.

In summary, the OMOLO project showcases the
immense potential of computational linguistics in
preserving and revitalizing endangered languages.
The methodologies and approaches employed in
this project can serve as a blueprint for other simi-
lar initiatives, ultimately fostering linguistic diver-
sity and preserving cultural heritage through the
innovative use of digital technology.
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Bridging the Resource Gap: Exploring the Efficacy of English and
Multilingual LLMs for Swedish

Oskar Holmstrom
Linkdping University

Abstract

Large language models (LLMs) have sub-
stantially improved natural language pro-
cessing (NLP) performance, but training
these models from scratch is resource-
intensive and challenging for smaller lan-
guages. With this paper, we want to initiate
a discussion on the necessity of language-
specific pre-training of LLMs. We propose
how the “one model-many models” con-
ceptual framework for task transfer can
be applied to language transfer and ex-
plore this approach by evaluating the per-
formance of non-Swedish monolingual and
multilingual models’ performance on tasks
in Swedish. Our findings demonstrate that
LLMs exposed to limited Swedish during
training can be highly capable and transfer
competencies from English off-the-shelf,
including emergent abilities such as mathe-
matical reasoning, while at the same time
showing distinct culturally adapted behav-
ior. Our results suggest that there are re-
sourceful alternatives to language-specific
pre-training when creating useful LL.Ms for
small languages.

1 Introduction

Large language models (LL.Ms) are a milestone in
Natural Language Processing (NLP), introducing
massive improvements particularly for generation
tasks (Brown et al., 2020; Chowdhery et al., 2022;
Scao et al., 2022; Muennighoff et al., 2022; Zhang
et al., 2022; Black et al., 2021; Chung et al., 2022).
The basic recipe for these improvements is concep-
tually simple: scaling up model parameter count,
training data, and compute. With increased size,
models learn more expressive representations and
capture more nuanced relationships between words,
phrases, and sentences. Further improvements can
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be made, e. g., with instruction fine-tuning (Wei
et al., 2022a) and reinforcement learning based on
human feedback (Ouyang et al., 2022). Interest-
ingly, LLMs show emergent abilities: They per-
form tasks they were not explicitly trained on in
zero-shot or few-shot setups (Brown et al., 2020;
Wei et al., 2022a). Some LLMs can produce ac-
curate answers even on complex reasoning tasks
with simple prompting schemes such as chain-of-
thought (CoT) prompting, where the correct answer
is inferred by making intermediate steps explicit
(Wei et al., 2022b; Kojima et al., 2022a).

The resource-intensive nature of pre-training
LLMs poses a challenge, especially for smaller
languages such as Swedish. While the North Ger-
manic languages are privileged regarding data ac-
cess due to widespread internet usage and central-
ized resources, procuring large amounts of high-
quality, diverse, and representative training data is
far from trivial, even for large actors. For exam-
ple, the Swedish research center AI Sweden, which
is training the largest language model for North
Germanic languages, currently has access to “only”
320B tokens of training data in total', which corre-
sponds to approximately 114B tokens of Swedish
data and even less for other languages, as per the
proportions reported by Ekgren et al. (2022). As-
suming continued up-scaling of architectures, it
appears unlikely that the NLP community can col-
lect enough data to produce models with abilities
comparable to the English models for all languages
or even language families.

Continuously pre-training LLMs comes with sig-
nificant environmental and economic costs (direct
and opportunity costs) and demands substantial
human resources and competency. Therefore, pre-
training is an unsustainable approach to adapt all
relevant model innovations to Swedish. With this
paper, we want to initiate a discussion on pre-

'"https://huggingface.co/docs/
transformers/main/en/model_doc/gpt—sw3
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training LLMs for specific languages or smaller
language families — whether such pre-training is a
good use of resources given the the current NLP
landscape and whether it is necessary to develop
specific LLMs for capabilities at Swedish tasks. To
support the discussion, we do the following:

* We adapt a conceptual framework (one model—
many models), introduced by Bommasani et al.
(2021), for thinking about shared capabilities to
a cross-lingual setting §3.1.

* We analyse several different models on Swedish
tasks, including a newly created Swedish version
of GSMS8K, containing mathematical reasoning
tasks.

* We show that models like GPT-3 successfully
transfer their capabilities to Swedish, e. g., its
reasoning capabilities when solving math word
problems.

* The English-based pre-training of GPT-3 does
not appear to lead to unwanted overgeneraliza-
tion, e. g., of cultural properties (§5.4).

While conclusions from studies on smaller mod-
els reported better performance with monolingual
models (Wu and Dredze, 2020; Ronnqvist et al.,
2019; Virtanen et al., 2019), our findings show that
previous views may no longer hold for LLMs that
are vastly larger and instruction fine-tuned. Given
these results, it is timely to consider more resource-
ful alternatives to pre-training LLMs for Swedish.

2 Related Work

We start by reviewing relevant work on advantages
and limitations of multilingual models and on the
lingual versatility and language adaption of LLM:s.

2.1

Pre-trained models before GPT-3 used to be either
monolingual or explicitly multilingual. As a well-
known example, the original BERT model (Devlin
et al., 2019) has a multilingual variant called M-
BERT. Probing studies by Pires et al. (2019) and
Wu and Dredze (2019) show that M-BERT is capa-
ble of zero-shot cross-lingual transfer, suggesting
that M-BERTs feature space is multilingual, rather
than containing sub-models for each language. On
the other hand, Singh et al. (2019) show that M-
BERT partitions space between languages partic-
ularly in deeper layers. Other influential models
include XILM (Conneau and Lample, 2019) and
XLM-R (Conneau et al., 2020).

Monolingual and Multilingual Models
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For such architectures, multilingual models can
bring considerable improvements for low-resource
languages but do not reach the same performance
as monolingual models where the resources to train
those exists. Ronnqvist et al. (2019) show that M-
BERT performs worse than monolingual models
on North Germanic languages, and conclude that it
is necessary to invest in training monolingual mod-
els. Pyysalo et al. (2021) train BERT models on
Wikipedia data in 42 languages and find that these
models outperform M-BERT for all languages but
one. Performance gains over M-BERT have also
been reported for Finnish (Virtanen et al., 2019),
Estonian (Tanvir et al., 2021) and Icelandic (Dada-
son and Loftsson, 2022) BERT models. Wu and
Dredze (2020) show that M-BERT performs worse
than non-BERT models on tasks in low-resource
languages and argue that bilingual models with a
high-resource, linguistically related language are
preferable. For Swedish specifically, there exist a
BERT model (Malmsten et al., 2020), the GPT-2
(Radford et al., 2019) model FlashbackGPT (Nor-
lund and Stenbom, 2021) and the Nordic GPT-
3-based GPT-SW3 models (Ekgren et al., 2022).
While the case has been made for language models
that cover languages of the same families (Sahlgren
et al., 2021), the consensus that models covering
large sets of languages are not optimal for BERT-
sized models used to be strong. Truly monolingual
models may be rare, however: even supposedly
“English” models are “contaminated” with other
languages through the training data. For example,
Blevins and Zettlemoyer (2022) find that English
BERT (Devlin et al., 2019) contains 1.3M non-
English (11.6k Swedish) tokens, while ROBERTA
(Liu et al., 2019) contains 222M non-English (1M
Swedish) tokens.

2.2 Lingual Versatility of LLMs

The capabilities of generative models have im-
proved massively with the arrival of LLMs, the
best-known being GPT-3 (Brown et al., 2020). It
is unclear if the assumption that monolingual mod-
els are better than multilingual models still holds
in the case of LLMs, due to a lack of compara-
ble non-English monolingual models. Conneau
et al. (2020) observe that the performance of mul-
tilingual models decreases as more languages are
added (a phenomenon known as the curse of multi-
linguality), but that this problem can be alleviated
by increasing model sizes.



GPT-3’s training data is primarily English, with
a share of 93% measured by word count (Brown
et al., 2020). The original paper, however, reports
strong translation capabilities for several language
pairs. Ouyang et al. (2022) report the ability of
the original GPT-3’s instruction-tuned successor
InstructGPT to correctly respond to non-English
prompts. GPT-3 is also reported to work reasonably
well in low-resource languages. Armengol-Estapé
et al. (2021) report that for Catalan, with a train-
ing size of 35M words (< 0.02% of the corpus),
GPT-3 succeeds on question answering and gener-
ation tasks. Winata et al. (2021) show that GPT-
and T5-models can transfer from English few-shot
examples on classification tasks to Romance lan-
guages. Other LLMs are explicitly multilingual,
such as BLOOM, which is trained on 46 natural lan-
guages (Scao et al., 2022). The BLOOMZ model
shows that cross-lingual task generalization can be
achieved by fine-tuning a multilingual model on
English data only (Muennighoff et al., 2022).

Some LLMs significantly improve their perfor-
mance on complex reasoning tasks with chain-of-
thought (CoT) prompting. Wei et al. (2022b) use a
few-shot setup with step-by-step answer examples,
while Kojima et al. (2022a) consider a zero-shot
setup, simply prompting the model with Let’s think
step by step. The effectiveness of CoT reasoning
appears to be shared across languages: Shi et al.
(2022) show that PaLM-540B’s (Chowdhery et al.,
2022) CoT abilities exist for all tested languages,
even for those that account for less than 0.01% of
the pre-training data.

2.3 Adapting LLMs to New Languages

Where zero-shot and few-shot capabilities are insuf-
ficient, resource-efficient adaption methods can be
considered. Originally developed to adapt models
to tasks, many have been proven effective even for
languages. The most resource-intensive of these
methods is fine-tuning (Howard and Ruder, 2018;
Devlin et al., 2019), in the context of new languages
also called continued or multi-stage pre-training
(Wang et al., 2020; Zhang et al., 2020). For M-
BERT, fine-tuning on unlabeled data of the tar-
get language before fine-tuning on task-specific
data is reported to lead to increased performance
(Arkhipov et al., 2019; Mroczkowski et al., 2021).
Ansell et al. (2022) make fine-tuning more effi-
cient by only tuning a subset of the model parame-
ters. A more efficient alternative is adapter-based
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methods (Houlsby et al., 2019), which introduce a
small number of trainable extra parameters within
the model while the original weights are frozen.
The makers of MAD-X (Pfeiffer et al., 2020) cre-
ate modular language and task adapters and show
that they can be successfully used for cross-lingual
transfer. Bapna and Firat (2019) use adapters to
specialize multilingual text translation systems on
specific languages, while Le et al. (2021) take a
similar approach to speech translation. For XLLM-
R, Ebrahimi and Kann (2021) report that the per-
formance of adapters in language adaption is infe-
rior to fine-tuning. However, Yong et al. (2022)
find that for models larger than 3B parameters,
language-specific adapters outperform even contin-
ued pre-training on not previously included target
languages in an instruction fine-tuned LLM.

3 Background: Multilingual Skill Sharing

To better understand the adaptability of LLMs to
various tasks and languages, we explore the con-
cept of knowledge sharing in multilingual LLMs.
It involves examining how different languages, like
Swedish and English, interact within these mod-
els and whether their multilingual capabilities are
supported by separate or shared mechanisms.

3.1 One Model-Many Models

A crucial question concerning multilingual models
is how the representations of different languages,
in our case Swedish and the predominant language
English, interact. Are the multilingual capabilities
of the model enabled by distinct or shared mech-
anisms? The answer has significant implications
for the efficiency, adaptability, and performance of
these models. If shared mechanisms are respon-
sible for multilingual capabilities, we know that
knowledge and skills can be transferred between
languages, potentially improving performance for
low-resource languages. On the other hand, if dis-
tinct mechanisms are at play, models may need to
be tailored specifically for each language, which
would be more resource-intensive and limit the
generalisability of the model across tasks and lan-
guages. Understanding the underlying mechanisms
can help guide the development of more effective
and versatile multilingual models.

Bommasani et al. (2021) raise the question of
shared and distinct mechanisms in the context of
pre-trained models that are used for many different
tasks. An LLM could be a single model with gen-



eralizable mechanisms that apply to many tasks or
a collection of independent expert models. Most
likely, however, it will be somewhere on the spec-
trum. Bommasani et al. (2021) call this the one
model-many models nature of models. We apply
this framework to models operating in different lan-
guages: In the one model setting, the Swedish and
the English model are the same, sharing all capabil-
ities, with only the output language being different.
In the two-models setting, the models are indepen-
dent, with a large English and a much smaller and
less capable Swedish model that is based only on
the Swedish data it has seen.

For previous multilingual models, discussed in
§2.1 and §2.2, most analysis works suggest a
shared representation, rejecting a strong many-mod-
els hypothesis. These studies emphasize the main
advantage of the one-model property, namely the
transfer capabilities from larger to smaller lan-
guages. However, the many-models approach also
has benefits: It ensures better adaptation to the spe-
cific needs of speakers of each language, resulting
in a more culturally adaptive model.

3.2 Formal vs. Functional Competence

Apart from the question how languages share abili-
ties in a multilingual model, it is also interesting to
ask what is shared. To that end, we adopt the notion
of formal versus functional competence, introduced
by Mahowald et al. (2023). Inspired by neuroscien-
tific evidence that the human brain has a language
network that is demarcated from parts responsible
for other cognitive abilities, they work out the good
at language = good at thought fallacy and its con-
trapositive, bad at thought = bad at language: the
assumption that an LLM that masters language also
masters thought, or that the model’s failure on non-
linguistic tasks means that it has not mastered lan-
guage. Formal competence is linguistic knowledge,
such as knowledge about morphology and syntax.
Functional competence encompasses non-linguistic
cognitive functions such as formal reasoning, world
knowledge, situational modeling, and communica-
tive intent. While Mahowald et al. (2023) argue
that LLMs resemble the language network of the
brain and fail at functional competence, we target
the (limited) cases where a model does exhibit func-
tional abilities. That said, we do not imply that the
model is capable of thought rather than relying on
heuristics (Patel et al., 2021); we take a practical
perspective and view functional competence as the
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ability to solve certain tasks, e. g., logical reason-
ing. Given a multilingual model, we hypothesize
that a language-specific (e. g., Swedish) submodel
inherits much of the functional competence of the
majority language (e. g., English).

4 Experimental Setup

We aim to test to what extent current implicit and
explicit multilingual LLMs can be used in Swedish.

4.1 Models

We present an overview of the language models
used in our study. Our objective is to explore the
performance of these models on zero-shot and few-
shot generative tasks in Swedish. The only LLM
that is explicitly trained for Swedish is GPT-SW3.2

GPT-3 GPT-3 is a proprietary, closed-source
LLM by OpenAl (Brown et al., 2020). By de-
fault, we use the most recent instruction fine-tuned
DaVinci (text-davinci-003) variant with 176B pa-
rameters. Some experiments are also evaluated on
Curie (text-curie-001) with 6.7B parameters and
Babbage (fext-babbage-001) with 1.3B parameters,
and on the non-fine-tuned versions of each model.

BLOOM BLOOM is an open-source multilin-
gual LLM released by HuggingFace (Scao et al.,
2022). Despite being multilingual, it does not in-
clude Swedish in its training data (apart from possi-
ble contamination). We use the original variant and
the instruction fine-tuned variant BLOOMZ (Muen-
nighoff et al., 2022) with 1.7 and 7.1B parameters,
respectively.

OPT Made by Meta Al, OPT (Zhang et al., 2022)
aims to be similar to GPT-3, but is openly avail-
able and trained with publicly available English-
language data sets. We use the fully accessible
variants with 1.3B, 6.7B, and 66B parameters.

GPT-NEO/J GPT-Neo (Black et al., 2021) and
GPT-J (Wang and Komatsuzaki, 2021) are English-
language models by EleutherAl, trained on The
Pile (Gao et al., 2020). We use the 1.3B and 6B
parameter models, similar in size to the GPT-3
models Babbage and Curie.

*Encoder-based models such as Swedish or multilingual
BERT and RoBERTa models or small decoder models such as
FlashbackGPT or are not suitable for the few-shot evaluation
setup in this paper and are therefore not included.



GPT-SW3 We use GPT-SW3 (Ekgren et al.,
2022), a GPT-3 replication for the North Germanic
languages, with the model sizes available at the
time of submission: 1.3B, 6.7B, and 20B. The
GPT-SW3 models are trained on The Nordic Pile
(Ohman et al., 2023).

4.2 Metrics and Datasets

Perplexity We measure the perplexity of the
LLMs from § 4.1 on held-out data. The purpose of
the analysis is to establish if and which models are
capable language models for Swedish, which is a
prerequisite to understand how capabilities can be
shared from Swedish to English. To rule out the
possibility that the held-out data was included dur-
ing training, we create a data set of current news ar-
ticles from the website of the Swedish national pub-
lic TV broadcaster SVT>. The dataset comprises
357 articles on varied topics, with an average of 256
tokens per article, published between 2022-07-01
and 2023-01-19. We use news articles as we as-
sume they contain grammatically correct Swedish
and less language contamination than other gen-
res. We compute perplexity using character length
normalization, as it gives a fairer and language-
agnostic measure (Cotterell et al., 2018; Mielke,
2019). While perplexity is a well-established lan-
guage modeling measure, it reportedly does not
correlate strongly with downstream task or prompt-
ing performance (Liang et al., 2022; Yong et al.,
2022). Despite this limitation, the perplexity analy-
sis remains valuable for assessing language fluency.

Language Understanding To assess the lan-
guage understanding capabilities of the LLMs, we
evaluate them on SweWiC*, a Swedish version of
the English Word-in-Context data set (Pilehvar and
Camacho-Collados, 2019). The word-in-context
task is to determine whether two occurrences of an
ambiguous word represent the same word sense.
The data set contains 500 same-sense and 500
different-sense sentence pairs. We prompt the mod-
els with the structure reported in Appendix B to
generate a binary prediction and report accuracy.

Emergent Abilities We explore to what extent
emergent abilities of LLMs are shared between
English and Swedish by using the original and a

*https://www.svt.se
‘nttps://spraakbanken.gu.se/en/
resources/swewic
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machine-translated version® of the math word prob-
lem data set GSM8K (Cobbe et al., 2021). We
attempt to invoke chain-of-thought (CoT) reason-
ing by demanding step-by-step reasoning in the
prompts. We follow Kojima et al. (2022b) in using
a two-prompt setup: We first prompt the model to
generate step-by-step reasoning and then to extract
a numerical answer from the output. The prompt
structure is found in Appendix B. We compute the
accuracy on the generated numerical answer.

Cultural Adaption To get a better understanding
of where on the one model-many models spectrum
the model lies, we conduct an exploratory inves-
tigation to examine if a model produces culture-
adapted answers when prompted in Swedish. Cul-
tural adaption would reflect a many models prop-
erty. We develop a collection of five prompts (see
Appendix D), the answers to which may reflect ob-
vious differences between Swedish and English or
American culture. Topics include everyday food,
holiday traditions, music, sports, and leisure activ-
ities. We feed the same prompts to the model in
English and Swedish. While Sahlgren et al. (2021)
argue that cultural differences between English and
Nordic languages are less of a problem than for
other language sets, we expect customs and prefer-
ences to be specific enough to be observable. We
qualitatively assess the overlap and the cultural
specificity of the answers. We perform these ex-
periments for the GPT-3 text-davinci-003 model,
which provided the most coherent answers in early
experiments. Our experiments are intended to show
the existence of cultural adaption when prompted
in Swedish, not to quantify the phenomenon.

5 Results

5.1 Swedish Language Modeling

The perplexity results are shown in Table 1. Unsur-
prisingly, the perplexity for the GPT-SW3 models
is the lowest, at 1.78 for the 20B model, compared
to 1.91 for the best GPT-3 model. We see that
perplexities are low even for the models of the
BLOOM, GPT-NEO/J, and OPT families, where
capabilities in Swedish only stem from language
pollution. Larger models of the same family gener-
ally have a lower perplexity. Instruction fine-tuning
consistently increases the perplexity compared to a
pure language modelling objective.

Shttps://github.com/oskarholmstrom/
Im-for-swedish


https://www.svt.se
https://spraakbanken.gu.se/en/resources/swewic
https://spraakbanken.gu.se/en/resources/swewic
https://github.com/oskarholmstrom/lm-for-swedish
https://github.com/oskarholmstrom/lm-for-swedish

GPT-SW3 GPT-3 —ift GPT-3 +ift OPT GPT-NEO/J BLOOM BLOOMZ
1.3B 67B  20B 13B  6.7B 175B 13B  6.7B 175B 13B 6.7B  66B 1.3B 6.7B 1.7B 7.1B 1.7B 7.1B
1.92 1.83 1.78 2.41 2.14 1.91 2.99 2.49 1.94 2.79 2.37 2,17  2.66 2.17 4.98 3.92 6.68 4.92

Table 1: Perplexity of all LLMs on the SVT corpus; lower is better. Results for the GPT-3 models are
reported with (+ift) and without (—ift) instruction fine-tuning.

Model #Params Acc.z-s Acc. f-s
Random baseline 50.0 50.0
GPT-SW3 20B 50.0 48.7
OPT 66B 38.0 51.2
DaVinci 175B 16.0 50.3
DaVinci-003 175B 61.6 58.5

Table 2: Accuracy on Swedish WiC under a zero-
shot and few-shot (two-shot) setting. All other
model variations oscillate around the random base-
line or score below the baseline.

5.2 Language Understanding

We evaluate the four models with the best perplex-
ity on SweWiC. While all versions of the models
presented in §4.1 were evaluated on SweWiC. only
the largest versions of the models are presented
Table 2. Of the evaluated models, only 175B in-
struction fine-tuned GPT-3 model outperform the
50% random baseline; all other models oscillate
around the baseline or perform worse.

5.3 Emergent Abilities

We report results for the four models with the best
perplexity on GSMS8K dataset in Table 3. Only the
instruction-tuned GPT-3 models showed any capa-
bilities on the GSM8K dataset (in either language),
indicating that instruction fine-tuning and scale are
important factors for performance. The lowest-per-
forming models either produce incoherent text, not
related to the question, or nonsensical reasoning
chains. We find that few-shot examples reduce the
former but not the latter.

Curie-001 produces coherent outputs but gets
only a small share of the examples right (1.9%
and 2.2%), while DaVinci-003 performs best with

Model #Params Acc.sv  Acc.en
GPT-SW3 20B 0.0 0.0
OPT 66B 0.0 0.0
DaVinci 175B 0.0 0.0
Curie-001 6.7B 1.9 2.2
DaVinci-003 175B 48.5 61.8

Table 3: Zero-shot accuracy on English and
Swedish versions of GSM8K.
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48.5% for Swedish and 61.8% for English. A qual-
itative analysis of those answers from DaVinci-
003 that were correct for English but incorrect for
Swedish shows that the difference in predictions
can partly be attributed to issues in the data (see
examples in Appendix C):

* Translation errors cause incorrect reasoning
chains.

The model converts U.S. to SI metrics, e.g.,
miles to km, leading to wrongly scaled answers.

For questions when the model were correct on
English data and incorrect on Swedish data, 31%
contained mentions of U.S. metrics. For answers
that both models got correct, only 15% of the
questions contained mentions of U.S. metrics.

* When longer reasoning chains are needed, the
maximum generation length is reached for
Swedish due to tokenization of unknown words.
The inconclusive reasoning chain will not con-
tain the final numerical answer, leading to the
wrong prediction from the second prompt.

On questions that the model answered wrong for
both languages, the numerical answer is the same
for 23% of the examples. This is notable given
the range of possible answers, and indicates that
the model reasons similarly for both languages,
especially since we can expect that the overlap is
reduced by the mentioned data quality issues.

5.4 Cultural Adaption

The generated texts can be found in Appendix D.
We observe culture-adapted answers for three ques-
tions. The remaining two have generic answers
that work equally well in many cultures. For the
question for typical Christmas food, the Swedish
answer suggests a julbord with a list of typical
Swedish Christmas foods, while the English an-
swer points out that it varies across cultures and
gives roast turkey as the first option. The ques-
tion for popular sports on TV gives football (soc-
cer) as the most popular choice for Swedish, while
American football is named as the most popular



sports in the English answer. The question for a
common dinner triggers rather general lists, which
however include some more specific options like
meatballs with mashed potatoes for Swedish. In
the answers for music recommendations and week-
end activities, we do not observe specific answers.
Suggested weekend activities in both lists include
going to a concert or a museum. For Swedish, the
options tend to be urban activities while the En-
glish answer includes many outdoor activities. The
generated music recommendations in English are
more classical and older acts while the Swedish
recommendations are mostly current pop music,
but do not include Swedish or more European acts.

6 Discussion

In this section we discuss our results from § 5 with
respect to the one model =many models framework,
and what implications we see for the question if
we need to pre-train language-specific models. For
limitations of our work, see Appendix A.

6.1 Performance on Swedish Tasks

The GPT-SW3 model has the lowest perplexity
among all investigated models (§ 5.1). This is un-
surprising, as the amount of Swedish text GPT-
SW3 has been trained on is orders of magnitude
larger than that of the models that do not inten-
tionally include Swedish in pre-training. It is in-
teresting, then, that all other models perform so
well on language modeling for Swedish. There is
also the divergence of perplexity and performance
on the two other tasks we explore: With a slightly
higher perplexity, GPT-3 DaVinci is able to solve
the tasks in both English and Swedish to a certain
extent, while other models, including “Swedish”
models, do not exceed random performance (§ 5.2
and § 5.3). These results show that perplexity is not
a good indicator for the functional competencies
that we often seek in these models: Instruction-
tuned models that depart from a pure language
modelling objective have a higher perplexity than
their non-tuned counterparts, while having signifi-
cantly better zero-shot and few-shot capabilities.
The results on both the WiC and the translated
GSMSK data sets reveal that a large share of ca-
pabilities is transferred from English to Swedish.
Out-of-the-box, GPT-3 DaVinci-003 is highly ca-
pable on both Swedish tasks. All models but the
GPT-3 models did not show any zero-shot or few-
shot capabilities on either of the tasks; they did not
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surpass random performance. The scores of GPT-3
on the English datasets are better, but the results
are not directly comparable. In the WiC datasets,
the samples are different for the two languages and
a comparison could be misleading, which is why
we do not include the English version. In GSM8K,
the Swedish set is a translation of the English one,
but there are still translation errors and faulty unit
conversions which reduce the similarity between
the English and Swedish datasets. It is possible that
the real performance difference on English and on
Swedish is negligible.

6.2 Adaption to Swedish

For GPT-3, we have seen in §5.2 and § 5.3 that
zero-shot and few-shot capabilities, including CoT
reasoning, are shared even when prompted in
Swedish. We argue that this is as an indication
of the presence of the one model property (§ 3.1):
If there only was a dedicated Swedish submodel, it
would be too small to exhibit zero-shot competen-
cies that have so far been specific to LLMs. This
specifically applies to the functional capability of
(limited) logical reasoning (§ 3.2). On the other
hand, there is a specific representation that is in-
voked when the model is prompted in Swedish, as
we reveal in culture-adapted answers in § 5.4. That
the model behaves differently when prompted in a
different language an indication of the many mod-
els property. The model appears to lie on a favor-
able spot of the one model-many models spectrum,
sharing skills where beneficial for the performance
while retaining specific representations to adapt the
content to the language of the prompt.

6.3 Is Pretraining for Swedish Necessary?

Two arguments support pre-training a language-
specific model for Swedish: that such a model per-
forms better and that it has a better representation
of the needs of Swedish speakers. Our results show
that there exist pre-trained models, such as GPT-3,
that are not implicitly trained for Swedish but out-
performs GPT-SW3 by a large margin for all of our
functional capability tests. Emergent abilities are
also present when prompted in Swedish. GPT-3 in
our experiments also adapts the cultural setting of
its answers to the language of the prompt.

While there is research value in pre-training
LLMs for different (sets of) languages, we argue
that from a practical perspective, the need for such
models may not exist, at least for languages that
are typologically similar to English. The finding



by Yong et al. (2022) that adapters outperform
continued pre-training in the target language for
model sizes larger than 3B parameters questions
the consensus from smaller models that a model
is better the more language-specific it is. Abili-
ties in multilingual models that necessitate huge
amounts of pre-training data can be shared across
languages. And, crucially, problematic properties
of data sets are more feasible to eliminate when we
share curated resources across languages. All this
indicates that previous findings about the inferior
performance of multilingual models (§ 2.1) are not
confirmed with the currently available models that
perform well on many languages at the same time.

6.4 Future Work

Multilingual models show great potential for
Swedish, but many questions remain on how they
work and how they should be adapted and eval-
vated. We find the following research directions
particularly promising:

Improving Adaption Mechanisms Where few-
shot usage in a new language is not sufficient, adapt-
ing existing models (§ 2.3) makes more efficient
use of resources than training models from scratch.
Adapters are even reported to outperform more
resource-intensive fine-tuning (Yong et al., 2022).
We argue that more studies on which mechanisms
are most efficient and effective to adapt the model
to new languages are needed.

Understanding Skill Sharing We have observed
that reasoning skills are shared across languages,
while a specific representation of Swedish affects
the generated content. As argued in § 3, this is
desirable, but little is known about the separation
and interaction between these representations. A
better understanding, e. g.using mechanistic inter-
pretation (Meng et al., 2022) or causal mediation
analysis (Vig et al., 2020), could lead to more effi-
cient adaption and better models, particularly for
low-resource languages. Ultimately, models with
separate units for formal and functional competen-
cies (Mahowald et al., 2023) would provide us with
insight and control.

High-Quality Training Data Crucial for devel-
oping better LLMs and adapting existing models
are corpora that are diverse and carefully controlled
for harmful biases and contents. Even studies on
the optimal data size and linguistic properties for
language transfer would advance the field.
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Better Evaluation Challenging evaluation data
that tests functional competence in Swedish is
sparse. It is often necessary to rely on machine-
translated data that likely contains translation arti-
facts (Gellerstam, 1986; Freitag et al., 2019) and
errors (§ 5.3). Extending the benchmark SuperLim
(Adesam et al., 2020) with data sets that test compe-
tencies like logical reasoning and world knowledge
would be valuable. More comprehensive data sets
for a cultural adaption analysis than our exploratory
set in § 5.4 would help to assess the potential ad-
vantages of language-specific models better.

7 Conclusion

Continuously pre-training LLMs comes with sig-
nificant environment and economic costs (direct
and opportunity cost), and demands substantial
human resources and competency. As such, pre-
training is an unsustainable approach to adapt all
new model innovations that arise to Swedish. In
this paper, we aim to spark a discussion on the
necessity of pre-training language-specific models
for languages like Swedish. We explore the capa-
bilities of existing LLMs, that are not implicitly
trained on Swedish, on a set of Swedish tasks. We
found that GPT-3 transfers capabilities from En-
glish to Swedish, providing emergent abilities such
as mathematical reasoning for Swedish. The GPT-3
model also adapts to the cultural setting of its an-
swers based on the language of the prompt. While
we may not want to rely on GPT-3 specifically due
to its closed nature, our results indicate that there
are alternatives that make LLMs perform well for
Swedish without language-specific pre-training.

We suggest that the shared capabilities in these
models need to be explored further. Instead of pre-
training LLMs for Swedish, we should focus our
research resources on understanding and adapting
models that already have the functional capabilities
that we desire for Swedish.
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existence; quantifying the phenomenon or giving a
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https://doi.org/10.48550/arXiv.2210.03057
https://doi.org/10.48550/arXiv.2210.03057
https://doi.org/10.18653/v1/D19-6106
https://doi.org/10.18653/v1/D19-6106
https://aclanthology.org/2021.nodalida-main.2
https://aclanthology.org/2021.nodalida-main.2
https://proceedings.neurips.cc/paper/2020/file/92650b2e92217715fe312e6fa7b90d82-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/92650b2e92217715fe312e6fa7b90d82-Paper.pdf
http://arxiv.org/abs/1912.07076
http://arxiv.org/abs/1912.07076
https://huggingface.co/EleutherAI/gpt-j-6B
https://huggingface.co/EleutherAI/gpt-j-6B
https://huggingface.co/EleutherAI/gpt-j-6B
https://github.com/kingoflolz/mesh-transformer-jax
https://github.com/kingoflolz/mesh-transformer-jax
https://doi.org/10.18653/v1/2020.findings-emnlp.240
https://doi.org/10.18653/v1/2020.findings-emnlp.240
https://openreview.net/forum?id=gEZrGCozdqR
https://openreview.net/forum?id=gEZrGCozdqR
https://arxiv.org/abs/2206.07682
https://doi.org/10.18653/v1/2021.mrl-1.1
https://doi.org/10.18653/v1/D19-1077
https://doi.org/10.18653/v1/D19-1077
https://doi.org/10.18653/v1/2020.repl4nlp-1.16
https://doi.org/10.18653/v1/2020.repl4nlp-1.16
https://arxiv.org/pdf/2212.09535
https://arxiv.org/pdf/2212.09535
https://arxiv.org/pdf/2212.09535
https://doi.org/10.18653/v1/2020.emnlp-main.440
https://doi.org/10.18653/v1/2020.emnlp-main.440
https://arxiv.org/abs/2205.01068
https://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2303.17183
http://arxiv.org/abs/2303.17183

of the models is not diverse. We do not endorse
these data sets for a thorough evaluation of models
but use them to bring up interesting properties and
behaviour of the models for discussion. We aim
for and encourage others to also contribute to the
development of better evaluation data in the future.

The best-performing of the models we evaluate
in this work are not fully public. For all OpenAl
models, we only have API access. For GPT-SW3
we have parameter access, but access is granted
only on manual approval by AI Sweden. This un-
fortunately hinders reproducability for many other
researchers. The increasingly secretive policy of
OpenAl even limits our knowledge about the mod-
els that would enable a reliable comparison of pa-
rameters counts and training data. We hope that in
the future reliance on such models will decrease
and more truly open models will be available.

B Prompt templates

B.1 GSMSK
First prompt (English):

Q: [Question]
A: Let’s think step by step.

Second prompt (English):

Q: [Question]
A: Let’s think step by step.

[Model output from first prompt]

A: Therefore the answer is (arabic numerals)

First prompt (Swedish):

Q: [Question]
A: Lat oss tanka steg for steg.

Second prompt (Swedish):

Q: [Question]
A: Let’s think step by step.

[Model output from first prompt]

A: Darfor ar svaret (svarat med en siffra)
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B.2 WiC
Prompt (English):

Decide if the word has the same meaning in
sentence 1 and sentence 2. Answer with "True"or
"False".

Word: [Word]

Sentence 1: [Sentence 1]
Sentence 2: [Sentence 2]
Answer:

Prompt (Swedish):

Bestadm om ordet har samma be-
tydelse i mening 1 och mening 2.
"Sant"eller "Falskt".

Svara med

Ord: [Word]

Mening 1: [Sentence 1]
Mening 2: [Sentence 2]
Svar:

C GSMSK generations

C.1 Translation errors

The following sample show the effects of machine
translation errors. The word "miles"is incorrectly
translated to the both kilometer and Scandinavian
mile (10 km). The model generates correct
reasoning but with the answer scaled by 1,60934
(the length of a mile in kilometers).

Generation (Swedish):

Q: | mandags gick Walt 4 miles. | tisdags gick han
6 ganger sa manga mil som i mandags. Hans
sammanlagda kérstracka fran mandag till onsdag var
41 mil. Hur manga kilometer gick han pa onsdagen?
A: Lat oss tanka steg for steg.

Mandag: 4 miles = 6.4 km

Tisdag: 24 miles = 38.4 km

Onsdag: 41 miles - (4 + 24) miles = 13 miles = 20.9
km

A: Darfér ar svaret (svarat med en siffra) 20.9.

Gold answer: 13

Generation (English):



Q: On Monday, Walt walked 4 miles. Tuesday,
he walked 6 times as many miles as he walked
on Monday. His total mileage Monday through
Wednesday was 41 miles. How many miles did he
walk on Wednesday?

A: Let’s think step by step.

On Monday, Walt walked 4 miles.

On Tuesday, he walked 6 times as many miles as he
walked on Monday, which is 24 miles.

So, his total mileage Monday through Tuesday is 28
miles.

We know that his total mileage Monday through
Wednesday is 41 miles.

Therefore, he walked 13 miles on Wednesday.

A: Therefore the answer is (arabic numerals) 13
miles.

Gold answer: 13

C.2 Difficulties with U.S. metrics

The following sample show the effects of using
U.S. metrics in Swedish text. The model applied
to English data uses the correct reasoning steps to
solve the task. The model applied to Swedish data
immediately converts 1 inch to 12 feet, inverting
the relation.

Generation (Swedish):

Q: Naruto kan lyfta ett berg tio ganger hégre én vad
Kagiyami kan. Men Kagiyami kan lyfta ett berg 4
ganger hogre an vad Saskay kan. Och Saskay kan
lyfta ett berg 12 ganger hégre &n Pompei kan. Om
Pompei kan lyfta ett berg 1 tum, hur hégt kan Naruto
lyfta ett berg, i fot?

A: Lat oss tanka steg for steg.

Pompei kan lyfta ett berg 1 tum, vilket motsvarar 12
fot.

Saskay kan lyfta ett berg 12 ganger hdgre an
Pompei, vilket motsvarar 144 fot.

Kagiyami kan lyfta ett berg 4 ganger hdgre &n
Saskay, vilket motsvarar 576 fot.

Naruto kan lyfta ett berg 10 ganger hoégre an
Kagiyami, vilket motsvarar 5760 fot.

Sé& Naruto kan lyfta ett berg 5760 fot.

A: Dérfér ar svaret (svarat med en siffra) 5760.
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Gold answer: 40

Generation (English):

Q: Naruto can lift a mountain ten times higher than
Kagiyami can. But Kagiyami can lift a mountain 4
times higher than Saskay can. And Saskay can lift
a mountain 12 times higher than Pompei can. If
Pompei can lift a mountain 1 inch, how high can
Naruto lift a mountain, in feet?

A: Let’s think step by step.

Pompei can lift a mountain 1 inch, which is equal to
0.083333 feet.

Saskay can lift a mountain 12 times higher than
Pompei, so that's 12 x 0.083333 = 1 foot.

Kagiyami can lift a mountain 4 times higher than
Saskay, so that’s 4 x 1 foot = 4 feet.

Finally, Naruto can lift a mountain 10 times higher
than Kagiyami, so that’s 10 x 4 feet = 40 feet.

Therefore, Naruto can lift a mountain 40 feet high.

A: Therefore the answer is (arabic numerals) 40 feet.

Gold answer: 40

C.3 Wrong labels

Some answers are incorrectly annotated. Even

though the model’s precision are off they correctly
round to the nearest integer.

The true price is
138,915 and the gold label is incorrectly rounded
down to 138.

Generation (Swedish):

Q: Fru Tatiana ager en livsmedelsbutik som saljer
olika frukter och grénsaker, bland annat mordtter.
Priset pa morbtter i livsmedelsbutiken ékar med 5%
av det ursprungliga priset varje &r. Vad skulle priset
pa morétter vara efter tre ar om det ursprungligen
var 120 dollar? (Avrunda till nArmaste heltal).

A: Lat oss tanka steg for steg.

Ar 1: 120 dollar x 1,05 = 126 dollar

Ar 2: 126 dollar x 1,05 = 132,30 dollar (avrunda till
132 dollar)

Ar 3: 132 dollar x 1,05 = 138,60 dollar (avrunda till
139 dollar)

Sa efter tre ar skulle priset pa morétter vara 139




dollar.
A: Darfor ar svaret (svarat med en siffra) 139.

Gold answer: 138

Generation (English):

Q: Mrs. Tatiana owns a grocery store that sells
different fruits and vegetables, which includes
carrots. The price of carrots in the grocery store
increases by 5% of the original price every year.
What would be the price of carrots after three years
if it was $120 initially? (Round to the nearest integer)
A: Let’s think step by step.

1st year: $120 + 5% = $126
2nd year: $126 + 5% = $132.30
3rd year: $132.30 + 5% = $138.72

Therefore, the price of carrots after three years
would be $139 (rounded to the nearest integer).

A: Therefore the answer is (arabic numerals) 139.

Gold answer: 138

C.4 Correct for Swedish, not for English

The following sample is one example of when the
model is correct on Swedish and incorrect on the
English version of the question. This happens for
97 of the 1320 datapoints.

Generation (Swedish):

Q: 9 av 10 cheerleaders ar 64"langa. Den tionde
cheerleadern ar 60"lang. Om de bygger en méansklig
pyramid, dar 4 flickor star Iangst ner, 3 star ovanpa 4,
2 star ovanpa 3 och den kortaste flickan star hégst
upp, hur hég ar den ménskliga pyramiden i fot?

A: Lat oss tanka steg for steg.

Forst, de fyra flickorna langst ner &r 64"langa, sa
den férsta nivan ar 64"hdg.

Sedan, de tre flickorna ovanpa de fyra &ar ocksa
64"langa, sa den andra nivan ar ocksa 64"hdg.

Darefter, de tva flickorna ovanpa de tre ar ocksa
64"langa, sa den tredje nivan ar ocksa 64"hog.

Slutligen, den tionde cheerleadern ar 60"lang, sa
den fjarde nivan ar 60"hdég.

S& den manskliga pyramiden ar totalt 64 + 64 + 64 +
60 = 252"h6g. Det &r ungefar 21 fot.

A: Darfor ar svaret (svarat med en siffra) 21.

Gold answer: 21

Generation (English):

Q: 9 out of 10 cheerleaders are 64"tall. The 10th
cheerleader is 60"tall. If they build a human pyramid,
where 4 girls are on the bottom, 3 stand on top of
the 4, 2 stand on top of the 3 and the shortest girl is
at the top, how tall is the human pyramid in feet?

A: Let’s think step by step.

The 4 girls on the bottom are 64"all each, so the
total height of the bottom layer is 256".

The 3 girls on the second layer are also 64"tall each,
so the total height of the second layer is 192".

The 2 girls on the third layer are also 64"tall each, so
the total height of the third layer is 128".

The shortest girl is 60"tall, so the total height of the
top layer is 60".

Adding all of these together, the total height of the
human pyramid is 636".

To convert this to feet, divide 636"by 12, which gives
us 53 feet.

Therefore, the human pyramid is 53 feet tall.

A: Therefore the answer is (arabic numerals) 53 feet.

Gold answer: 21

C.5 Correct for English, not for Swedish

The following sample is one example of when the
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model is correct on English and incorrect on the
Swedish version of the question. This happens for
273 of the 1320 datapoints.

Generation (Swedish):

Q: Brianne och Ashley gér grekisk apelsinpaj. Ashley
tog med sig fem lador med tio apelsiner i varje
lada, medan Brianne tog med sig 20 fler apelsiner
an Ashley. Om en grekisk apelsinpaj kraver tre
apelsiner, hur manga grekiska apelsinpajer kan de
gbra?

A: Lat oss tanka steg for steg.

Ashley har fem lador med tio apelsiner i varje lada,
vilket ger 50 apelsiner.




Brianne har 20 fler apelsiner &n Ashley, vilket ger 70
apelsiner.

Eftersom en grekisk apelsinpaj kréver tre apelsiner,
kan de gora 70/3 = 23,33 grekiska apelsinpajer.

A: Darfér ar svaret (svarat med en siffra) 23 grekiska
apelsinpajer.

Gold answer: 40

Generation (English):

Q: Brianne and Ashley make greek orange pie.
Ashley brought five boxes with ten oranges in each
box, while Brianne brought 20 more oranges than
Ashley. If one greek orange pie needs three oranges,
how many greek orange pies can they make?

A: Let’s think step by step.

Ashley brought 5 boxes with 10 oranges in each box,
so Ashley brought a total of 50 oranges.

Brianne brought 20 more oranges than Ashley, so
Brianne brought a total of 70 oranges.

Therefore, the two of them brought a total of 120
oranges.

Since one greek orange pie needs three oranges,
they can make a total of 40 greek orange pies.

A: Therefore the answer is (arabic numerals) 40
greek orange pies.

Gold answer: 40

C.6 Both wrong, same answer

The following sample is one example of when the
model prediction is wrong for both English and
Swedish. As we can see, the model generations are
almost exact translations of each other.

Generation (Swedish):

Q: Boris ager en chokladfabrik. Han tillverkar 50 000
chokladkakor varje manad. Boris producerar 8 000
chokladkakor den férsta veckan. Den andra veckan
producerar Boris bara hélften s& mycket som den
forsta veckan. Men den tredje veckan producerar
Boris tre ganger sa mycket som den forsta veckan.
Hur mycket producerar han den fjarde veckan?

A: Lat oss tanka steg for steg.

Den férsta veckan producerar Boris 8 000 choklad-
kakor.
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Den andra veckan producerar Boris 4 000 choklad-
kakor (hélften av 8 000).

Den tredje veckan producerar Boris 24 000
chokladkakor (3 ganger 8 000).

Den fjarde veckan producerar Boris 12 000
chokladkakor (halften av 24 000).

A: Darfor ar svaret (svarat med en siffra) 12 000.

Gold answer: 14000

Generation (English):

Q: Boris owns a chocolate factory. He produces
50,000 bars of chocolate each month. Boris
produces 8,000 bars of chocolate the first week. The
second week, Boris only produces half as much as
the first week. But, the third week, Boris produces
three times as much as the first week. How much
does he produce the fourth week?

A: Let’s think step by step.

The first week, Boris produces 8,000 bars of
chocolate.

The second week, Boris produces 4,000 bars of
chocolate (half of 8,000).

The third week, Boris produces 24,000 bars of
chocolate (three times 8,000).

The fourth week, Boris produces 12,000 bars of
chocolate (half of 24,000).

Therefore, Boris produces 12,000 bars of chocolate
the fourth week.

A: Therefore the answer is (arabic numerals) 12,000

Gold answer: 14000

C.7 Both wrong, same answer

The following sample is one example of when the
model prediction is wrong for both English and
Swedish. As we can see, the model generations are
almost exact translations of each other.

Generation (Swedish):

Q: Boris &ger en chokladfabrik. Han tillverkar 50 000
chokladkakor varje manad. Boris producerar 8 000
chokladkakor den férsta veckan. Den andra veckan
producerar Boris bara halften s& mycket som den
férsta veckan. Men den tredje veckan producerar
Boris tre ganger sa mycket som den forsta veckan.




Hur mycket producerar han den fjarde veckan?
A: Lat oss tanka steg for steg.

Den férsta veckan producerar Boris 8 000 choklad-
kakor.

Den andra veckan producerar Boris 4 000 choklad-
kakor (hélften av 8 000).

Den tredje veckan producerar Boris 24 000
chokladkakor (3 ganger 8 000).

Den fjarde veckan producerar Boris 12 000
chokladkakor (halften av 24 000).

A: Dérfér ar svaret (svarat med en siffra) 12 000.

Gold answer: 14000

Generation (English):

Q: Boris owns a chocolate factory. He produces
50,000 bars of chocolate each month. Boris
produces 8,000 bars of chocolate the first week. The
second week, Boris only produces half as much as
the first week. But, the third week, Boris produces
three times as much as the first week. How much
does he produce the fourth week?

A: Let’s think step by step.

The first week, Boris produces 8,000 bars of
chocolate.

The second week, Boris produces 4,000 bars of
chocolate (half of 8,000).

The third week, Boris produces 24,000 bars of
chocolate (three times 8,000).

The fourth week, Boris produces 12,000 bars of
chocolate (half of 24,000).

Therefore, Boris produces 12,000 bars of chocolate
the fourth week.

A: Therefore the answer is (arabic numerals) 12,000

Gold answer: 14000

C.8 Answers with several numbers

For some samples the model answers in the
wrong format, not generating an Arabic nu-
meral. One such answer pattern is to present
several numerals which together is the right answer.

Generation (Swedish):
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Q: Sophia och Rose gick tillsammans till marknaden
for att kdpa 16k och potatis. Rose kdpte fyra ganger
sd mycket 16k och potatis som Sophia kdpte. Om
Rose kopte 12 Iokar och 4 potatisar, hur manga lokar
och potatisar képte Sophia totalt pa marknaden?

A: Lat oss tanka steg for steg.

Rose kdpte 12 I6kar och 4 potatisar.

Sophia képte fyra ganger mindre an Rose, sa& hon
kdpte 3 l6kar och 1 potatis.

Sa Sophia kdpte totalt 3 I6kar och 1 potatis pa
marknaden.

A: Darfér ar svaret (svarat med en siffra) 3 I6kar och
1 potatis.

Gold answer: 4

Generation (English):

Q: Sophia and Rose went together to the market to
buy onions and potatoes. Rose bought 4 times the
number of onions and potatoes Sophia bought. If
Rose bought 12 onions and 4 potatoes, how many
onions and potatoes in total did Sophia buy at the
market?

A: Let’s think step by step.

Rose bought 12 onions and 4 potatoes.

If Rose bought 4 times the number of onions and
potatoes Sophia bought, then Sophia bought 3
onions and 1 potato.

Therefore, Sophia bought 3 onions and 1 potato at
the market.

A: Therefore the answer is (arabic numerals) 3
onions and 1 potato.

Gold answer: 4

D Cultural Sensitivity

In the following, we report the five pairs of prompts
we use for the cultural sensitivity analysis, along
with the GPT-3-generated outputs. The prompts
include the Question and the word Answer:; what
follows is the text generated by GPT-3.

Music Recommendations (English):

Question: Can you name a few good artists or groups
| can listen to?

Answer: Some great artists and groups you can lis-
ten to include: The Beatles, Queen, Michael Jackson,



Elvis Presley, The Rolling Stones, Aretha Franklin,
Bob Dylan, David Bowie, U2, The Beach Boys, Fleet-
wood Mac, Led Zeppelin, Beyoncé, Prince, Madonna,
and Bruce Springsteen.

Music Recommendations (Swedish):

Fraga: Kan du ndmna néagra bra artister eller grupper
jag kan lyssna pa?

Svar: Det finns manga bra artister och grupper att
lyssna pa. Nagra exempel ar Taylor Swift, The
Beatles, Billie Eilish, Queen, Arctic Monkeys, Ed
Sheeran, Fleetwood Mac, Bruno Mars, Kendrick
Lamar, Justin Bieber, The Rolling Stones, Beyoncé,
Coldplay, Adele, Kanye West och U2.

Typical Dinner (English):

Question: What do people usually eat for dinner?
Answer: This can vary widely depending on personal
preference, culture, and location. Some common
dinner foods include grilled or roasted meats, pasta
dishes, stir-fries, salads, soups, stews, casseroles,
and sandwiches.

Typical Dinner (Swedish):

Fraga: Vad bruker folk ata till middag?

Svar: Det beror pa vad personen ar intresserad av
att ata. Det finns manga olika middagstips, fran
enkla recept till mer komplexa och kravande rétter.
Vanligtvis innehaller en middag proteiner, gronsaker,
kolhydrater och eventuellt fett. Exempel pa midda-
gar som folk &ter ar fisk, kott, kyckling, pasta, pizza,
soppa, salader, grytor, kéttbullar med potatismos,
tacos, burgare, indisk mat och annan mat fran olika
delar av varlden.

Christmas Food (English):

Question: What is Christmas food?

Answer: Christmas food varies by culture and region,
but some popular dishes include roast turkey, ham,
mashed potatoes, stuffing, gravy, cranberry sauce,
casseroles, pies, cookies, and more. Other tradi-
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tional Christmas dishes include roast goose, mince
pies, plum pudding, and fruitcake.

Christmas Food (Swedish):

Fraga: Vad ar julmat?

Svar: Julmat ar en mangfald av matratter som &ts
under julhelgen. Traditionella julmatratter kan vari-
era beroende pd land och region, men vanliga jul-
matratter inkluderar julbord med mat som kéttbullar,
julskinka, julstek, lutfisk, risgrynsgrét, janssons fres-
telse, julgodis och julél.

TV Sports (English):

Question: What sport is popular on TV?

Answer: The most popular sport on TV is football
(American football). It is followed by basketball, base-
ball, and soccer.

TV Sports (Swedish):

Fraga: Vilken sport &r popular pad TV?

Svar: Fotboll &r den mest populdra sporten pa TV.
Andra populéra sporter som visas ofta inkluderar
baseball, basket, ishockey, golf och motorsport.

Weekend Activities (English):

Question: What activities can | do on the weekend?
Answer: There are many activities that you can do
on the weekend. Depending on your interests and
budget, you could take part in outdoor activities such
as camping, fishing, hiking, biking, or kayaking. You
could also explore your city by visiting local attrac-
tions, museums, galleries, or festivals. For some
weekend relaxation, you could watch movies, read
a book, or take a yoga or meditation class. Other
popular activities include going to the beach, play-
ing sports, or attending a concert or theater perfor-
mance.

Weekend Activities (Swedish):



Fraga: Vilka aktiviteter kan jag gora pa helgen?
Svar: Det beror helt pa vad du ar intresserad av
och vad som finns att géra i ditt omrade. Det finns
manga olika aktiviteter som du kan géra under hel-
gen, sdsom att se pa en film, ga pa en museum, ta
en promenad, trdna, besbéka en restaurang, ga pa en
konsert, organisera en picknick, aka karusell, spela
ett spel, besdka ett spa, fota eller mala. Det finns
oandliga méjligheter!
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Abstract

Obtaining information about loan words
and irregular morphological patterns can
be difficult for low-resource languages.
Using Sakha as an example, we show that
it is possible to exploit known phonemic
regularities such as vowel harmony and
consonant distributions to identify loan
words and irregular patterns, which can
be helpful in rule-based downstream tasks
such as parsing and POS-tagging. We
evaluate phonemically inspired methods
for loanword detection, combined with bi-
gram vowel transition probabilities to in-
spect irregularities in the morphology of
loanwords. We show that both these tech-
niques can be useful for the detection of
such patterns. Finally, we inspect the plu-
ral suffix -JIAp [-LAr] to observe some of
the variation in morphology between na-
tive and foreign words.

1 Introduction

Sakha is a Turkic language, with around half a mil-
lion native speakers (Eberhard et al., 2022), pri-
marily residing in the Sakha Republic. The Sakha
Republic is located in Northeast Asia, and is part
of the Russian Far East. Sakha belongs to the Lena
group of the Turkic language family. Like other
Turkic languages, Sakha is agglutinative (Ubrya-
tova et al., 1982). It has complex, four-way vowel
harmony, and the Subject-Object-Verb word or-
der, which we want to use to identify loan words.
Its lexicon consists of Turkic words, borrowings
from Mongolic and Tungusic languages, loan-
words from Russian, and words of unclear (pos-
sibly Paleo-Asiatic) origin (Kharitonov, 1987).
Note that in this project we do not draw any dis-
tinction between different types of borrowing or
degree of naturalization. Where not specified,

Sardana Ivanova
Department of Computer Science
University of Helsinki
sardana.ivanova@helsinki.fi

“loanword" should be understood to mean non-
nativized loanword. Words should be understood
as types, and we do not account for homography.
Sakha words are transliterated using the Turkish
ortography, expressed in brackets []. While the
corpus cannot be re-distributed freely, functions
and code details will be made available !.

2 Earlier Research and Motivation

As the tools available to Sakha, as for many other
low-resource languages are rule-based, spelling
inconsistencies can affect down-stream tasks. An
example is the errors in inflection of loanwords
during analysis of errors made both by systems
submitted for SIGMORPHON 2021 Shared Task
on Morphological Reinflection (Pimentel et al.,
2021) and forms generated by a morphological
analyser created for Sakha (Ivanova et al., 2022)
which was considered as the ground truth. The
authors experienced that in some cases several na-
tive speakers could not agree on what should be
the correct spelling. This is one of the indica-
tions of inconsistencies when it comes to vowel
harmony in loanwords. For example both forms
aBTOMOOMJID [avtomobile] and aBToMo0OmMIIa [av-
tomobila] were found for the original Russian aB-
TOMOOMIE [avtomobil’] ‘car’.

Other attempts at loanword identification for
Turkic languages include (Mi et al., 2018) for
Uyghur, using word embeddings. An example of
using phonemic information is Mao and Hulden
(2016), who map Japanese and English loan pairs
to inspect their phonology.

3 Sakha Phonotactics and Vowel

Harmony

In addition to looking at letters used only in Rus-
sian, we will exploit certain phonotactic regular-

'Available at https://github.com/Tyriflis/
sakha_phonotactics
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ities in Sakha, namely restrictions on consonant
distributions, and vowel harmony.

Consonant Distributions While letters such as
r [g] and 1 [d] and B [soft sign; indicates palatal-
ization] are present in Sakha words, r and 1 are
never found word-finally, due to the fact that
all voiced sounds are disallowed in this posi-
tion(Ubryatova et al., 1982). While » is found
in the digraphs np [c] and HB [fl], its presence
after any other consonant indicates a borrowing.
Sakha is also typically much more restrictive with
consonant combinations than Russian (Ubryatova
et al., 1982) Consequently we can classify all il-
legal consonant bigrams as loans, as well as all
words containing consonant trigrams, as no con-
sonant trigrams are allowed in Sakha.

We will use Sakha consonantal features mainly
to be able to create a rule-based classifier of words
into native-like and foreign. Looking at the fea-
tures outlined above, we can classify with rea-
sonable certainty a word as foreign, but we can-
not class a word as native with equal possibility,
as the presence of a foreign consonant or a spe-
cific pattern can quite confidently mark a word as
non-native, the opposite is not true. Many unnatu-
ralized loanwords conform to Sakha spelling by
chance. The consonant-related features we will
be looking for are the following: 1) presence of
foreign letters 2) illegal consonant positions 3) bi-
grams 4) trigrams.

Vowel Harmony Vowel harmony is a phe-
nomenon where the use of a vowel is dependent
on vowels in its context. Sakha exhibits a rela-
tively strict, four-way vowel harmony. The vowels
are shown in table 1. Sleptsov (2018) classifies
this harmony into velar-palatal, corresponding to
a back-front harmony, and labial, corresponding
to rounding harmony. Together these two types of
vowel harmony creates four different sets of vow-
els that harmonize. Vowel harmony is most pro-
nounced in suffixes, but also governs which vow-
els can be found within a root. If a front vowel (eg.
u [i] or 3 [e]) or a back vowel (eg.a [a] or o [0])
appears in a word, all following vowels must be of
the same velar-palatal class. The case is the same
for labial harmony (Sleptsov, 2018), with the ex-
ception of the two close, rounded vowels y [ii] and
y [u], along with the corresponding diphthongs ye
[1i6] and yo [uo], which all harmonize as if they
were unrounded.

Front Back

close open ‘ close open
u [i]
yli]l e[6] | y[u]

Unrounded

Rounded

9 [e] ‘ bBI[1] a[a]

o [0]

Table 1: Sakha vowels according to their features.

In example 1 we see that the low vowel bI [1]
requires that ®1 [1] and a [a] are used in the suffixes
as well. In example 2 we see that the round vowel
in the root kep [kor] triggers the round vowel ii,
here as the diphthong ye [id] . As both these are
high vowels, the final vowel (which can be 3 [e] or
a [a]) is a [e]. In example 3 we see that although
we would expect -Top- [-tor] - looking at rounding
and height, we get -tar here, as u does not follow
rounding for suffixes.

(1) ahaa-moi-6bim  [ahaa-t1-bit]
eat-PAST-1P.PL

‘We ate’

(2) nep-cyex-xa [kor-siiox-xe]

see-REFL-COH
‘Let’s see each other’

(3) yayyc-map-vieap [uluus-tar-igar]
district-PL-DAT

‘To their district’

3.1 Exceptions

Two classes of tokens do not follow vowel har-
mony. The first class is loanwords, the main fo-
cus of this paper. The second class is a collection
of certain compounds that in writing are typically
joined by a hyphen. While they do harmonize in
terms of suffixes, as compunds the different roots
in the compound do not necessarily harmonize
with each other. Some examples are oT-mac [ot-
mas] ‘grass-tree’, i.e ‘plants’ and ahaa-cua [ahaa-
sie] ‘eat (intrans.)-eat (trans.)’, i.e. ‘eat’. The first
example does not follow rounding harmony, while
the second does not follow height-harmony. We
see their endings harmonize in cases such as ahaa-
cua [ahaa-sie] which is ahbibIp-cump [ahur-siir]
‘eats’.

Of all words believed to be compounds, 47.6%
had vowel harmony conforming in both roots.
50.4% had at least one non-conforming root. 1.5%
had more than three hyphens and were excluded.
0.5% of the words had hyphens but with some to-
kenization error. These were also excluded.
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3.2 Consonant Assimilation

Sakha also exhibits several cases of consonant as-
similation rules, where for example voiced conso-
nants have to match other voiced consonants, and
some consonants are assimilated with others.

3.3 Suffix Conventions

The majority of Sakha suffixes follow both vowel
harmony and consonant assimilation rules. We
will follow convention and use capital letters to in-
dicate phonemes that are affected by consonant or
vowel harmony. Some examples include the plural
suffix JIAp [-LAr], the dative suffix I'A [GA], the
interrogative suffix blit [Iy] and the commitative
suffix Iblx [-DIn].

4 Data

We base our calculations on a corpus collected
by Leontiev (2015). This corpus contains 21 000
newspaper articles, gathered from 2006 to 2015.
The corpus contains a total of 21 million words.
These texts also contain some OCR-read text, as
well as Latin-letter text. Predictable OCR errors
are corrected on reading, and Latin words are re-
moved before further processing. The resulting
list of lowered, normalized tokens counts 454 190
items.

4.1 Annotation

The result of foreign-word classification was dou-
bly annotated by two native Russian speakers. The
annotators agreed on 80% of the words that were
supposed to be loanwords as being loanwords,
with a kappa score of 0.63, indicating some dis-
agreement, but indicating that our functions are
reasonably successful in identifying foreign lex-
emes. Almost half of the disagreements seem to
be on proper names. A third annotator annotated
the validity of the plural extraction, showing that
90% of these were indeed plural forms.

4.2 Loanword Identification

A large portion of loanwords in Sakha come
through Russian, and although both Sakha and
Russian uses the Cyrillic alphabet, the Sakha al-
phabet contains certain extensions that can be used
to class a word as non-Sakha. The letters 111, 9k, =,
3, e, 10 and & are not used in native Sakha words.
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4.3 Vowel Transition Probabilities

We calculated the transition probabilities for each
possible vowel pair in Sakha. We consider all to-
kens, first of all because the derivational and in-
flectional endings are important to us, as they are
one of the clearest places where vowel harmony
comes into play. First all words are reduced to a
vowel representation. This was done using a func-
tion that took a token as its input, and then iden-
tifying all vowel-marking letters and adding them
to a list. Long vowels are treated separately. For
example, octyoJ [ostuol] ‘table’ becomes [o, yo]
and ynmapbeIABIBITEITAp, [ulartyntigar] ‘to her/his
change’ becomes [y,a,bLbIblbL,al. We then cre-
ated a bigram representation of each vowel set,
and use these to accumulate the frequencies for
each vowel given the previous vowel. These fre-
quencies were then converted to transition prob-
abilities. We calculated transition probabilities
for the entire corpus and for four sub-groupings:
foreign words, native words, hyphenated native
words and non-hyphenated native words. The
Russian-specific vowels s [ya] e [ye] 1o [yu] and
& [yo] are treated as their corresponding vowels in
Sakha, respectively: a [a], 3 [e], y [u] and o [o].

4.4 Degree of Conforming to Vowel Harmony

Using the above-mentioned methods, we split the
data into three main groups: native words, foreign
words and a combined group. We also looked
at hyphenated and non-hyphenated words, which
are subgroups of native words. Their statistics are
reported in Table 2. We note that the percent-
ages of conforming vs. non-conforming types is
striking: A significantly higher portion of the ex-
pected native words conform, at 93.18% , while
only 32.26% of foreign words conform. We also
see that if we remove hyphenated words from
the native set, we reach a conform percentage of
96.29%.

5 Analysis

5.1 Transition Probabilities

For all sets but the foreign one, there is a clear con-
nection between transition probabilities and the
expected harmonies. In Figure 1 we see that the
probabilities are markably larger on the diagonal
than the remaining areas, except for the foreign
words. The reason why the harmonies between
RB and UB and RF and UF are consistently a
bit darker is due to the beforementioned special



All Tokens Foreign Tokens

RB

uB

UF

Preceding vowel
Preceding vowel

RF

022 031

RB uB

UF
Succeding vowel

RF RB uB UF

Succeding vowel

RF

Preceding vowel

Native Tokens Native w/o Hyphens

RB 054 012 R8 009

UB | 048 018 us 024

UF 043 065 UF - 026

Preceding vowel

RF 015

RF .022 031

uB
Succeding vowel

RF RB UFRF

RB ug UF

Succeding vowel

Figure 1: Transition tables for four different sets. R= rounded, U=unrounded, B=back, F=front.

Non-Conf. Conf.
Data Sum # Y% # Y0
All 453072 95849 21.16 357223 78.84
Foreign 106603 72208 67.74 34395 32.26
Hyph 34933 12085 34.59 22848 65.41
Native 346469 23641 6.82 322828 93.18
N-hyph 311536 11556 3.71 299980 96.29

Table 2: The total number of types, and whether
they conform to vowel harmony or not.

cases of high, rounded vowels. If we inspect the
20 most common non-conforming transitions, we
see that apart from the three cases ee-a [60-a],
00-3 [00-¢], and ee-bI [00-1], all transitions con-
tain an overwhelming number of foreign-classified
words. We also see that when removing hyphen-
ated words from the non-foreign words, the non-
conforming noise is largely reduced, indicating
that these words, if not dealt with, contribute to
vowel harmony noise. Closer inspection shows
that almost half of the compound words conform
to vowel harmony.

5.2 Suffix Analysis and Variation

In order to inspect vowel alternations in practice,
we chose to focus on the plural suffix -LAr, as it
is a quite frequent suffix, and it is a bit long, mak-
ing it easier to identify, compared to single-letter
or two-letter suffixes. With consonant and vowel
alternations, there is a total of 16 allomorphs for
-LAr. We first inspected all words in the corpus
ending in this sequence, before ruling out words
ending in letters that would not fit the first let-
ter in the ending. We accounted for the appar-
ent de-voicing of Russian voiced letters. Of a
total of 30 280 words ending in the selected se-
quences, 26 602 were judged to be plural forms.
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Note that plural suffixes that do not come last were
not counted. 23 779 of these were vowel harmony
compliant in terms of the last vowel of the word
and the vowel of the suffix, while 2 823 were not.
Then, we inspected the variance. We looked at any
word stem that appeared with more than one vowel
in the set. The highest number of varying vowels
were 2, and only 60 words were found with this al-
ternation. 44 of these were foreign words. We see
that the majority of confusion is between a-a [a-e]
(both directions) with 76.7% of cases, and with o-
a [0-a] (both directions) also being common, with
20% of all cases.

6 Conclusion and Future Work

We have seen that phonotactic rules can be use-
ful for loanword identification in Sakha, and that
by using this information, we can gain insight on
the morphological treatment of these words. We
have shown that when vowel harmony is strict, it
is also a good indicator of loanwords, and we have
showed how this can be used to illustrate alterna-
tions in morphology. We expect the results here
to be relevant for any language with vowel har-
mony or similar phenomena. We would also like
to stress that these rule-based methods are simple
and efficient, and allow large amounts of lexico-
graphic work and preprocessing be done on lan-
guages where preprocessing tools or lexical lists
are unavailable, but some raw data exists. How-
ever, we only inspected one of many Sakha suf-
fixes, and believe that further investigations can
shed light on the actual state of vowel-oriented
morphological variation in Sakha. We also note
that although the rule-based function work well,
good lemmatization techniques would be able to
remove some ambiguity in our analyses.
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Preceding vowel

Vowel transition probabilities

o 001 001
oo 001 001

¥ 001 001
yy 001 .
yo 001 000

bl

bibl [ L i . 4 L 01 004
bla 001 001 [
3 047

=]

210

LEN (012 006 il

i 004

v K ! ! 017 | 004

Ul 012 & i 024 | 006

000 000 Skl L 001

o oo ¥ vy yo a aa bl blbi  bla E] EE] 1] 1] [UE] ] o5 ¥ Wy e
Succeding vowel

Figure 2: Transitions for all tokens. Note the irregular areas outside
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Wowel transition probabilities

] 7 0 009 o009 2 | L L 17 17 002 002 001 000 001

S 17 096 034 014

¥ 001 000 10-1
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b A 000 000 002 000 000

Blbi 002 002 10-2

T
=
g wa
o
=
] 000 002 000 001
o
: -
»
" 002 000 001 000 000 |
Wi
3 :10‘3
s |
- |
¥ -
¥y |
e
o 0o ¥ vy yo a aa 5] bk b3 3 EE] " Wi JIE] 8 o8 ¥ WY e -10-4

Succeding vowel B

Figure 3: Transitions for words labeled as foreign. Note how there are very little data on the native Sakha
vowels not found in Russian.
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Preceding vowel

002 002
002
011

o0 L

005

017 | 004

006

Wowel transition probabilities

001 002

001 001

001 001
006 L 001 .
i 002 001 000

LLiFl 000 B

001 001

002

001 gEtis

Bl Blbd Bla 3 = 4] u [GE] -] -] ¥ VY ye
Succeding vowel

102

—10

Figure 4: Native transitions. Note the clear difference between conforming and non-conforming transi-

tions.
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Preceding vowel

Vowel transition probabilities

o I . . I (OEy 002 001 gk 53N 002 001 002
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¥ L ) 0 6 [ 01 W 001 1 001 001 002
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e 001 Rulirs 001 001 K L 001 pEyal

o oo ¥ vy yo a aa bl blbi  bla E] EE] 1] 1] [UE] ] o5 ¥ Wy e
Succeding vowel

Figure 5: All words that have hyphens in them. Similar to native, but a bit more variation.
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Wowel transition probabilities

o ! : ! 121 022 028 006 gLLY 012 l I l 000 001
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Succeding vowel
-10

Figure 6: Native words excluding all words with hyphens. Notice how much the likelihood of “illegal"
transitions is reduced.

120



Vector Norms as an Approximation of Syntactic Complexity

Adam Ek

Abstract

Internal representations in transformer
models can encode useful linguistic
knowledge about syntax. Such knowledge
could help optimise the data annota-
tion process. However, identifying and
extracting such representations from
big language models is challenging. In
this paper we evaluate two multilingual
transformers for the presence of knowl-
edge about the syntactic complexity of
sentences and examine different vector
norms. We provide a fine-grained eval-
vation of different norms in different
layers and for different languages. Our
results suggest that no single part in the
models would be the primary source for
the knowledge of syntactic complexity.
But some norms show a higher degree
of sensitivity to syntactic complexity,
depending on the language and model
used.

1 Introduction

One of the most successful recent developments in
NLP is the self-attention mechanism (Cheng et al.,
2016; Lin et al., 2017), which has been used as the
underlying operation of recent transformer mod-
els (Vaswani et al., 2017). The success of the
transformer models has been wide-spread, from
semantic (Tenney et al., 2019b) and syntactic (Ra-
ganato and Tiedemann, 2018; Vig and Belinkov,
2019; Clark et al., 2019) tasks, to more pragmat-
ically focused tasks (Ettinger, 2020) and multi-
modal problems (Bugliarello et al., 2021). In this
paper we contribute to the research on what makes
transformers so successful in learning linguistic
knowledge and examine the ability of such models
to estimate syntactic complexity of sentences.
Knowing if a model reacts to the syntactic com-
plexity of sentences is useful because if com-

Nikolai Ilinykh
Centre for Linguistic Theory and Studies in Probability (CLASP)
Department of Philosophy, Linguistics and Theory of Science (FLoV)
University of Gothenburg, Sweden
{adam.ek,nikolai.ilinykh}@gu.se
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plexity can be estimated without training a model
(during inference time), this can be taken into
account when fine-tuning the model, allowing
for more efficient sampling of batches during
training (Zhao and Zhang, 2015; Katharopoulos
and Fleuret, 2018), curriculum learning strate-
gies (Bengio et al., 2009; Hacohen and Wein-
shall, 2019) and possibly as an estimator of
unsupervised/zero-shot performance. Another as-
pect we consider is whether the syntactic complex-
ity of sentences can be captured in different lan-
guages or if it works particularly well for some,
as this would allow vector norms to be used as an
analysis tool regardless of the language.

We examine the transformer representations for
presence of linguistic knowledge by first extract-
ing vector norms, as these can be obtained by
simply passing a sentence through a pre-trained
model without fine-tuning. The norms of vectors
have been used to both analyse models (Kobayashi
et al., 2020) and improve models, for example by
using the norm as an indicator of the difficulty of
translating a sentence (Platanios et al., 2019; Liu
et al., 2020), or as a way to select informative ex-
amples from a corpora (Lu and Zhang, 2022). The
L2-norm was also exploited by (Hewitt and Man-
ning, 2019) to construct dependency trees from the
dot-product of word pairs. In this paper we in-
vestigate whether the Euclidean norm (L2-norm)
is an indicator of the syntactic complexity in de-
pendency trees. We consider two distance met-
rics: dependency and hierarchical distance, and
we investigate three sources of L2-norms: CLS,
ROOT and average over tokens. We finally eval-
uate the ability of the transformer to estimate syn-
tactic complexity of a sentence by looking at the
pearson p correlation between vector norms and
distance metrics of dependency trees. This will
show whether the norm of the representations in
a transformer increase or decrease as the syntactic
complexity changes.

Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
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We present an analysis across many languages,
and we use only pre-trained large language model
representations. This is useful for many reasons,
one of them being that it can help inform annota-
tors that a certain sentence is a syntactically com-
plex one, or not, and this can helps annotators
recognize difficult sentences during the annotation
process. Additionally, this work provides another
use case for LLMs, namely as an aid for dataset
creators. That is, if a silver-standard is obtained
from a model, we still want to identify possible
problematic sentences that should be reviewed by
a human annotator. By analysing different norms
and syntactic complexity in different languages,
we also provide valuable information about how
the MLM objective of transformer models encode
syntactic complexity.

In this work we focus on the following ques-
tions:

* Which norms are most efficient for estimat-
ing dependency and hierarchical distance?

* Are different models better at estimating de-
pendency or hierarchical distance?

* Is the estimation of dependency and hierar-
chical distance influenced by the language in
question?

The questions we investigate are relevant for
better interpretability of neural language models
(Belinkov and Glass, 2019). We provide insights
on whether transformers can be used (without
training) as the knowledge source for more ef-
ficient subsequent annotation, training and fine-
tuning. We also examine the differences between
norms in different model layers concerning many
languages.

2 Dependency distance metrics

In this paper we consider syntactic complexity of
sentences through the lens of dependency trees.
Quantifying these dependencies heavily relies on
the word order, which can be represented either
linearly or hierarchically (structurally). Depend-
ing on the language, either of the ways is preferred
by its speakers and a reciprocal relation between
the two can be observed, e.g. Czech relies on
structural order more than English for longer sen-
tences (Jing and Liu, 2015a). We believe that such
fine-grained difference between how languages
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use syntax is important for the models to cap-
ture. Therefore, we represent the syntactic com-
plexity of sentences by calculating mean linear
dependency distance (MDD) and mean hierarchi-
cal dependency distance (MHD). For evaluation
we compute correlation between different vector
norms and MDD / MHD and treat this intrinsic
measure as an indicator of the amount of linguis-
tic knowledge about syntactic complexity that the
model encodes. We extract dependency trees from
the Universal Dependency treebanks (de Marneffe
et al., 2021). For a tree such as Figure 1, there
are two distance metrics that we are interested in,
dependency and hierarchical distance.

Mean Dependency Distance (MDD) In a de-
pendency tree, the mean dependency distance
(Liu, 2008) is the number of intervening words be-
tween the head, and the dependent. We can con-
sider a function fp..q that takes as input a word,
and outputs the distance to its head. To calculate
the mean dependency distance, we employ Equa-
tion (1):

1 n
MDD(S) = n;fhead(si) (1)
1=
For example, in Figure 1, the only head-
dependent pair with more than one intervening
word is that between ROOT and runs, where there
are 2 intervening words. Thus, the mean depen-

dency distance of the sentence is W =
1.2.

ROOT

DET  NSUB DOBJ
NN
ROOT The girl runs home

Figure 1: Dependency tree of the sentence The
girl runs.

Mean Hierachical Distance (MHD) For calcu-
lating mean hierarchical distance (Jing and Liu,
2015b), we consider the shortest path from word
1 to the ROOT node as a function f,,.;. We cal-
culate the mean hierarchical distance as follows:

1 n
MHD<S) = E E froot(si) (2)
=1

The hierarchical distance between words in the
sentence “The girl runs home” is visualised in Fig-



ure 2, where we arrive at an average hierarchical
distance of % = 2. Because the ROOT is
always distance 0 from itself, we ignore this in the
calculations.

ROOT

runs (1)

T

girl (2) home (2)

|
the (3)

Figure 2: Hierarchical representation of Figure 1.
The hierarchical depth for each word is given in
parentheses.

3 Vector norms

We are interested in whether the vector norms cap-
ture behavior trends of syntactic complexity of
sentences in different languages. We use the eu-
clidean (L2) norm as our primary method for norm
computation. The euclidean norm is defined as
follows over a vector v of length n:

V4. V2

3)

The representations that are used to compute the
sentence vector norm can be taken arbitrarily from
different representations inside the model. Here
we extract three such representations and compute
norms for each of them:

[v]l2 =

* CLS: the norm of the CLS token which is
appended to every sentence, and which func-
tions as a sentence “summary” in the trans-
former model. The CLS norm of the first self-
attention layer in the model is the same for all
sentences, thus do not provide any insights.

ROOT: the norm of the ROOT token. In de-
pendency trees this token represents the top-
level node in the tree. Because transformers
use sub-word tokenisation the root may con-
tain several sub-word tokens. In this case we
consider the mean representation of all sub-
words.

MEAN: the mean of the norms of all tokens
in a sentence. This norm would then consider
the average representation across all words in
the sentence.
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In our experiments we consider the norms ob-
tained from two different models, multilingual
BERT (m-BERT) (Devlin et al., 2019) and XLM-
RoBERTa (XLM-R) (Conneau et al., 2020). For
both models, we use the base model provided by
the HuggingFace (Wolf et al., 2019) library.

We compute the Pearson correlation (Freed-
man et al., 2007) between the dependency distance
metrics and the vector norms. We obtain a mean
correlation score for each language by averaging
scores across all sentences in this language. A
high correlation score means that a specific type
of vector norm within the particular model’s layer
reflects bigger distance scores. A low score (or
a negative score) indicates that the vector norm
and dependency distance are in an opposite trend:
when one becomes high, another one gets low.
Observing differences in the behaviour of differ-
ent vector norm representations and distance met-
rics allows us to determine which mean will likely
encode which type of knowledge.

4 Treebanks

We use the parallel sentences from the PUD cor-
pus (Zeman et al., 2017). For each language in
the dataset, it contains 1000 sentences. The sen-
tences are the same for all languages and have
been translated and annotated by experts. In the
PUD dataset, dependency trees from the follow-
ing languages are included: Arabic, Czech, En-
glish, French, German, Hindi, Icelandic, Italian,
Polish, Portuguese, Russian, Spanish, Swedish,
Thai, Chinese, Turkish, Korean, Japanese, Indone-
sian and Finnish. The majority of the languages
are from the Indo-European language family, how-
ever, other distant families are also included such
as Uralic, Turkic, Austronesian, Sino-Tibetan, and
Tai-Kadai. The primary attractive feature of the
PUD dataset for our experiments is that the re-
sults we obtain for the different languages are di-
rectly comparable because the same sentence is
translated. This allows us to reliably ascertain the
models ability to encode different dependency tree
metrics across languages.

We summarize each language’s mean depen-
dency and hierarchical distances in Table 1. The
hierarchical distance for all languages is higher
than the linear distance between syntactic depen-
dants. This artefact of the dataset is crucial as it
might affect how successful different norms are in
capturing different dependencies. Previous work



Language | MDD MHD
Arabic 3.01 4.47
Chinese 3.29 4.20
Czech 3.01 4.29
English 3.16 4.23
Finnish 2.83 3.99
French 3.09 443
German 3.71 421
Hindi 3.51 4.33
Icelandic 2.86 422
Indonesian 2.84 4.27
Italian 3.09 441
Japanese 2.87 451
Korean 2.54 4.40
Polish 2.87 4.26
Portuguese | 3.07 4.41
Russian 2.91 431
Spanish 3.07 442
Swedish 3.03 4.15
Thai 2.38 4.61
Turkish 2770  4.19
Mean 2.99 431
Std 0.74  0.70

Table 1: Mean dependency and hierarchical dis-
tance for different treebanks.

has shown that models can capture hierarchical
structures in natural language, but only to a de-
gree (Wilcox et al., 2019); therefore, it would be
interesting to see whether the differences in dis-
tances found in the dataset have an impact on the
correlation scores. The standard deviation reveals
that both metrics vary about the same amount. The
distribution of mean dependency and hierarchical
distances over all treebanks is given in Figure 3.
The median of dependency distance is 2.92 with
a skew of 0.74, while the mean hierarchical dis-
tance is 4.25 with a skew of 0.73. Because the
skew is below 1 for both distances, this shows that,
when considering the distances over all languages,
they tend to minimize both the MDD, and MHD
(Futrell et al., 2015).

5 Results

Table 2 and Table 3 show Pearsons p correla-
tion scores between various norms and the dis-
tance metrics for m-BERT and XLM-R respec-
tively. On a high level, we observe that m-BERT
and XLM-R exhibit vastly different behaviours re-
garding what norms best predict the distances. For
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Figure 3: Distribution of MDD and MHD over all
PUD treebanks.

base m-BERT (Table 2), we see that the mean
norm over all sub-word tokens in a sentence cor-
relates strongly with both distance metrics. That
is, if this specific norm of a sentence in m-BERT
is high, it is likely that either the MDD or MHD
is also high. Based on the mean correlation score,
we see that MEAN is generally a better predic-
tor than the other two norms (ROOT and CLS).
A similar result is observed for the base XLM-R
model (Table 3): the MEAN norm has a posi-
tive correlation with either of the distance metrics.
However, this trend is not strongly pronounced
since the mean correlation scores for the best norm
are lower for XLM-R (0.18 and 0.19) than for
m-BERT (0.54 and 0.62). The CLS norm ex-
hibits a stronger negative correlation for XLM-R
models (in fact, it’s the best-observed correlation
for XLM-R), which means that when the norm
is high, the mean distance between the words is
small. ROOT-based vectors are the least use-
ful across both models. The results indicate that
MEAN norms in m-BERT are better estimators
for sentences’ syntactic complexity than XLM-R,
which has a higher correlation for CLS norms, al-
though in a different direction. However, XLM-
R significantly outperforms m-BERT on various
cross-lingual tasks (Conneau et al., 2020); still, its
internal representations are more diluted, and there
is no clear correspondence to the trends in syn-
tactic complexity of sentences because of overall
slightly weaker correlations.



Root Mean CLS
Arabic 0.17 053 -0.20
Chinese 043 049 0.04*
Czech 0.16 053 -0.19
English 022 056 -0.10
Finnish 022 049 -0.16
French 027 062 -0.10
German 026  0.58 -0.11
Hindi 038 060 -0.16
Icelandic 020 049 -0.19
Indonesian 028 056 -0.20
Italian 035 056 -0.06*
Japanese 0.36 0.54 0.08
Korean 0.09 050 -0.06*
Polish 0.12 054 -0.15
Portuguese 030 0.60 -0.19
Russian 023 057 -0.14
Spanish 033 057 -0.13
Swedish 029 055 -0.23
Thai 0.06 043 -0.15
Turkish -0.00*  0.54 0.02
Mean 023 054 -0.11

(a) Dependency distance

Root Mean CLS
Arabic 0.21 057 -0.28
Chinese 0.53 057 0.04*
Czech 021 066 -0.15
English 033 064 -0.06
Finnish 030 066 -0.20
French 035 065 -0.14
German 032 066 -0.22
Hindi 040 061 -0.21
Icelandic 0.23 0.61 -0.12
Indonesian | 0.33  0.62 -0.20
Italian 038 0.66 -0.16
Japanese 045 0.61 -0.09
Korean 0.08 054 -0.14
Polish 0.18 061 -0.14
Portuguese | 0.38  0.67 -0.19
Russian 025 065 -0.13
Spanish 034 065 -0.13
Swedish 036 0.66 -0.19
Thai 0.18 058 -0.25
Turkish 0.02*  0.62 -0.07
Mean 029 062 -0.15

(b) Hierarchical distance

Table 2: base m-BERT: Pearsons p between the CLS, ROOT, and MEAN with respect to MDD (a)
and MHD (b) distances extracted from the PUD treebanks. Correlations with p > .05 are indicated by *.

6 Peeking inside the model’s layers

We next perform a more fine-grained analysis of
the internal models’ representations. Our goal is to
examine to what degree specific layers of the mod-
els capture information about the syntactic com-
plexity of sentences. This analysis allows us to
narrow down the search for the source of better
representations in large language models. The cor-
relations per layer using the m-BERT model are
shown in Figure 4 for MDD and in Figure 5 for
MHD. Similarly, Figure 6 and Figure 7 show cor-
relations per layer for the XLM-R model.

Discussion For the m-BERT model, MEAN
vector norms have large correlation scores in the
first few layers, while in deeper layers, the correla-
tion drops only to spike again in the last layer. This
behaviour is approximately identical for all lan-
guages, with some having a slightly smaller corre-
lation with MDD across all layers, e.g. Thai. The
trend is very similar for correlation with MHD: the
scores are the highest in approximately the first
six layers and smaller in deeper layers except for
the last layer, in which the scores are high again.
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This result mirrors previous findings showing that
language models capture syntactic knowledge in
earlier layers, which allows them to learn com-
plementary semantic knowledge in deeper layers
(Peters et al., 2018; Kovaleva et al., 2019; Tenney
et al., 2019a), which could be the reason for a more
negligible correlation with syntactic complexity in
deeper layers. CLS vector norms in the first layer
have the highest (positive) correlation with both
types of distances across most languages. The
correlation is still strong in subsequent layers, al-
though in a different direction (negative), with a
substantial reduction in the last layer. Some no-
table exceptions are Chinese, Japanese and Thai,
for which the highest correlation is observed in
the second or the third layer. After these layers,
the correlation effect is smaller than for other lan-
guages. ROOT vector norms have a small correla-
tion with the syntactic complexity, suggesting that
these norms are not informative enough and richer
representations are required.

For the XLLM-R, correlation scores for MEAN
vector norms vary a lot among the layers. How-
ever, the correlation spikes in the second layer



Root Mean CLS
Arabic 0.22 0.06* -0.35
Chinese 029 024 -0.37
Czech 0.15 037 -0.24
English 0.19 0.15 -0.29
Finnish 0.07 0.08 -0.27
French 0.12 029 -0.32
German 0.16 0.08 -0.39
Hindi 0.25 053 0.08
Icelandic 0.10 021 -0.31
Indonesian 0.13 -0.10 -0.32
Italian 0.14 021 -0.28
Japanese 0.16 0.32 -0.33
Korean 0.17 0.09 -0.36
Polish 0.15 0.13 -0.26
Portuguese 0.12 0.03* -0.39
Russian 020 024 -0.30
Spanish 0.15 0.10 -0.36
Swedish 0.10 0.10 -0.35
Thai -0.06*  0.39 -0.15
Turkish 0.11  0.13 -0.32
Mean 0.14 0.18 -0.29

(a) Dependency distance

Root Mean CLS
Arabic 0.16 0.04* -0.42
Chinese 021 029 -046
Czech 0.19 044 -0.33
English 0.16 0.06 -0.44
Finnish 0.12 007 -0.41
French 0.12 028 -0.38
German 0.18 0.09 -043
Hindi 022 046 -0.11
Icelandic 0.11 0.23 -0.38
Indonesian | 0.11 -0.14 -0.41
Italian 0.14 0.19 -041
Japanese 0.06 041 -0.42
Korean 0.26 0.12 -0.45
Polish 0.11  0.10 -0.40
Portuguese | 0.08 0.00* -0.46
Russian 024 025 -042
Spanish 0.17 0.08 -0.46
Swedish 0.13 0.09 -0.45
Thai 0.09 053 -0.27
Turkish 0.09 0.12 -0.37
Mean 0.14 0.19 -0.39

(b) Hierarchical distance

Table 3: base XLM-R: Pearsons p between the CLS, ROOT, and MEAN with respect to MDD (a) and
MHD (b) distances extracted from the PUD treebanks. Correlations with p > .05 are indicated by *.

and reaches low values in the last layer for many
languages, which is opposite to the behaviour
of mean vector norms in m-BERT. CLS vector
norms and their correlation with distance metrics
similarly varies between layers, but not languages.
All languages appear to have similar correlation
scores depending on the layer. ROOT vector
norms have a very small correlation (positive or
negative) for all languages across all layers ex-
cept the last one. Interestingly, XLM-R does not
encode the knowledge of syntactic complexity in
representations of the root of the sentence, which
mirrors results for m-BERT.

Overall, m-BERT exhibits much more pro-
nounced differences between layers regarding the
syntactic complexity of sentences. XLM-R, on the
contrary, is much harder to understand and use
for finding parts in the model where a particular
norm is the most useful. For m-BERT, we rec-
ommend using mean vector norms from the first
layers to identify the knowledge of syntactic com-
plexity. For XLM-R, CLS or MEAN can be used.
Neither model has useful ROOT representations.
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7 Discussion

Norm types and models We find that the
ROOT and MEAN norms produce only weak cor-
relations in the XLLM-R model across languages,
suggesting that XLM-R better encodes syntac-
tic information about sentences in its CLS token
rather than in the sub-word tokens themselves. We
see an inverse trend for m-BERT: syntactic com-
plexity is strongly encoded in the sub-word tokens
(MEAN and ROOT) while not in the CLS token.
This indicates that concerning encoding syntactic
complexity, the XLM-R model performs well in
pooling SC information to the CLS token during
the language modelling training and also reduces
indications of syntactic complexity from the sub-
word tokens, whereas in m-BERT syntactic com-
plexity is strongly encoded in the sub-word tokens.
We suggest that the CLS token in XLM-R gener-
ally contains more information about syntax than
the CLS token in m-BERT.

MDD vs MHD In both models all three vector
norms have a stronger correlation with MHD and a
weaker correlation with MDD. However, the mod-
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els have not been provided with information about
the hierarchy of dependencies in sentences; there-
fore, it is surprising to see such a trend. We hy-
pothesise that this is because of how self-attention
functions. In self-attention, each word in a sen-
tence is multiplied by all other words in this sen-

(b) Root
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(c) Mean

base XLM-R: correlation with MHD across layers.

tence. This process leads to the model having
no inherent inductive bias towards linear relation-
ships; rather, it enables models to find relation-
ships which are not linear more easily. There-
fore, this directly impacts the differences between
how linear and hierarchical knowledge is acquired.



Previous work has shown that self-attention might
capture hierarchically organised knowledge in dif-
ferent kinds of tasks (Yang et al., 2019; Ilinykh and
Dobnik, 2021); the result aligns with our finding.

Language-to-language comparison Knowing
which norms better correlate with which lan-
guages across models is helpful because this pro-
vides insights into what type of representations
one should extract when working with specific
languages. Based on the results in Section 5, for
m-BERT, the MEAN norm correlates with syntac-
tic complexity the most across languages. We can
also note that m-BERT is better correlated with
the MHD across languages and norms. This is
also the case for the ROOT and MEAN norm,
while the CLS norm exhibits some deviations for
this. For the CLS norm: Czech, English, Ice-
landic, Japanese, Russian and Swedish show a
slightly stronger negative correlation with MDD
than MHD. There appears to be no clear expla-
nation, as the languages differ in the script used
(Latin, Cyrillic, and Kanji) and the language fam-
ilies. We do not put much weight on this deviation
because the CLS norm generally provides a weak
negative correlation with both distances.

XLM-R shows more varied trends. The CLS
norm shows the strong (negative) correlation with
MDD and MHD, —.29 and —.39, respectively. As
in m-BERT, this correlation is stronger for MHD.
As both models are based on the self-attention
mechanism, this is not a surprising finding. How-
ever, XLM-R exhibits some stronger deviations
for the preference towards MHD. This happens
mainly for the root token, where Arabic, Chinese,
English, Hindi, Japanese, Polish, Portuguese and
Turkish better encode MDD. Interestingly, we see
this preference in so many languages for the root
token, as it is the top node in the dependency tree.
This indicates that while the ROOT norm is not
the most correlated norm on average, it exhibits
more variation in what it captures than the other
norms. MDD is preferred only for Hindi with the
CLS token for the other norms and for French,
Hindi, Italian and Polish using the MEAN norm.

Overall, there are differences in how m-BERT
and XLM-R capture the knowledge of the syn-
tactic complexity of sentences across languages.
While m-BERT is computing better representa-
tions for mean norm over sub-words for many of
the languages in the PUD treebank, XLM-R has
better CLS-token representations, possibly due to
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the larger dataset that it has been pre-trained on.

7.1 Research questions revisited

We can now consider the initial research questions
posed in the introduction.

Which norms are most efficient for estimat-
ing dependency and hierarchical distance? In
general, for m-BERT the mean norm over the to-
kens in the sentence is the best indicator across
languages. For XLM-R the story is different, with
the mean norm over tokens not showing a con-
siderable correlation. In contrast, the CLS-based
norms show a stronger negative correlation with
both dependency and hierarchical distance.

Are different models better at estimating de-
pendency or hierarchical distance? Yes, we
find that both m-BERT and XLM-R exhibit
stronger correlations with hierarchical (structural)
distances than dependency (linear) distances, on
average. However, we can also observe deviations
from this, both concerning the models and norm

type.

Is the estimation of dependency and hierarchi-
cal distance influenced by the language in ques-
tion? We can note that we can observe quite dif-
ferent correlations for all vector norms when com-
paring the languages; however, they still generally
follow the same trends for a given norm type.

8 Conclusions and future work

We conclude by hypothesising how our findings
could aid data annotation efforts. We show that
for both models, we can identify a specific type of
norm that is a relatively strong indicator of syn-
tactic complexity across languages. We see at
least two potential uses of such a result. First, it
enables dataset creators to use a machine learn-
ing model to label data and then select examples
which may require the aid of a human to fine-
tune the annotation. Secondly, our findings enable
dataset creators to rank examples in terms of syn-
tactic complexity. This can be used to assign some
examples to annotators based on their experience,
where expert annotators are assigned one set of ex-
amples, and novice/intermediate annotators are as-
signed another set of examples. For future work,
we would like to explore using vector norms for
these purposes, as it can help create better datasets
by not assigning examples to annotate randomly
but in an informed manner.
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Abstract

Natural language processing techniques
can be valuable for improving and facil-
itating historical research. This is also
true for the analysis of petitions, a source
which has been relatively little used in his-
torical research. However, limited data
resources pose challenges for mainstream
natural language processing approaches
based on machine learning. In this pa-
per, we explore methods for automatically
segmenting petitions according to their
rhetorical structure. We find that the use
of rules, word embeddings, and especially
keywords can give promising results for
this task.

1 Introduction

Digitisation of historical sources supports the aim
of preserving cultural heritage, makes the sources
more accessible, and enables the use of compu-
tational techniques to study them further. Yet,
the often limited data resources pose challenges
for standard natural language processing methods
based on machine learning. In this paper, we
study the problem of automatically segmenting a
specific type of historical text — petitions — us-
ing natural language processing techniques, while
dealing with extreme data limitations.

Petitions have been a means for ordinary people
in many pre-modern and pre-democratic societies
to seek assistance from those in power. Petitions
were typically directed towards a social or eco-
nomic superior, such as a court of law, parliament,
landlord, or even the monarch (Houston, 2014).
As a valuable historical source, petitions could
shed light on the daily lives of common people in
the past. Despite this, petitions have rarely been
used in historical research. Therefore, we are par-
ticipating in an interdisciplinary research project,
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initiated at Uppsala University and funded by the
Swedish Research Council, with the aim of in-
creasing access to and knowledge of Swedish 18th
century petitions.! The goal of the project is to use
this source of information to gain insights into how
people supported themselves and asserted their
rights in the past. The project is entitled Speak-
ing to One’s Superiors: Petitions as Cultural Her-
itage and Sources of Knowledge, and is led by the
Gender and Work (GaW) research project at the
Department of History, Uppsala University. The
GaW project examines how women and men pro-
vided for themselves in the Early Modern Swedish
society (approximately 1550-1880). As part of
the project, thousands of historical sources have
been collected, classified, and stored in a unique
database, which is now accessible to researchers,
students, and the general public.

The structure of petitions were in many parts
of Europe based on a classical rhetorical divi-
sion. With some variations, most petitions seem
to be comprised of five sections: Salutatio, Ex-
ordium, Narratio (including Argumentatio), Peti-
tio, and Conclusio (Dodd, 2011; Israelsson, 2016).
This paper delves into the use of computational ap-
proaches to segment petitions by automatic means,
with the main goal of facilitating and enhancing
the task of information extraction for historians
and other scholars interested in studying petitions.
We here target two specified sections of the pe-
titions: the introduction (Salutatio) and the end-
ing (Conclusio). By categorising different sections
of the petitions, this segmentation approach could
help researchers target only the relevant portions
and search for information more efficiently, as the
type of information varies in the different parts of
the petitions. However, due to significant limita-
tions in available data resources, careful consider-
ations are needed in the development of such ap-

"https://gaw.hist.uu.se/petitions/
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proaches, where our toolbox includes a combina-
tion of rules, keywords and word embeddings.

Previous work related to text or rhetorical struc-
ture segmentation for modern text often make
use of large pre-trained language models, like in
Lukasik et al. (2020), or the creation of a do-
main specific corpus, for example as a list of pre-
defined Rhetorical Roles applied to legal docu-
ments (Kalamkar et al., 2022). However, no previ-
ous work has, to the best of our knowledge, fo-
cused on the specific task of automatically seg-
menting petitions, with the challenges of working
with historical text and (in our case) a very limited
set of available data resources.

2 The Petition Data Sets

In our project, we make use of a transcribed col-
lection of 18th century petitions submitted to the
regional administration in Orebro, Sweden, di-
vided into two subsets dating from 1719 and 1782,
respectively. To test the generalisability of our
methods, we also include a small additional set
of petitions from another region in Sweden, since
there might exist some regional differences in
how petitions were constructed. The latter data
set, which we from now on describe as ”out-of-
domain” (OOD), is a small collection of manually
transcribed petitions from Vistmanland, Sweden.
All data sets, together with some statistics, are de-
scribed in Table 1. The text pre-processing proce-
dures, including normalisation and part-of-speech
(POS) tagging, are described in Section 3.

As stated in the introduction, petitions were of-
ten written in five or six sections (Dodd, 2011; Is-
raelsson, 2016): (i) Salutatio: formal greeting to
the addressee; (i1) Exordium: introduction of the
petitioner(s); (iii) Narratio: narration of the cir-
cumstances leading to the petition (often mixed
with arguments (iv) Argumentatio); (v) Petitio:
presentation of the request; and (vi) Conclusio: fi-
nal part, with ending and plea.

We are interested in testing computational
methods for segmenting the petitions automati-
cally, with the main purpose of facilitating and en-
hancing the task of information extraction for his-
torians and other scholars. As a start, we focus on
the introduction (Salutatio) and the ending (Con-
clusio), since these parts mostly consist of greet-
ings and courtesy markers, and would typically
not be of much interest for the information extrac-
tion task. Thus, being able to automatically re-
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move these parts before analysing the text, would
mean less noise in the information extraction pro-
cess. We divide the Orebro data set into a train-
ing set (70%) and a test set (30%). In the training
set, 10 petitions have been manually annotated by
a historian (including all of the petition parts de-
scribed above). We use this part of the training set
as a validation set when needed during the devel-
opment of our methods. The OOD data set is in-
cluded in the test set only. The test set of our col-
lection was manually segmented (only the Salu-
tatio and Conclusio parts) by two of the authors
independently. The segmentation showed a high
inter-annotator agreement with 36/41 petitions be-
ing segmented identically. The 5 remaining cases
showed minor discrepancies, which were resolved
after discussion.

3 Methodology: Finding Salutatio and
Conclusio

Working with historical data poses challenges for
computational methods due to the often limited
data resources. In addition to this, historical data is
often noisy with variations in orthography, which
makes pre-processing important. Below we first
describe the different pre-processing steps used
and then move on to the different segmentation
methods explored, as well as the evaluation pro-
cedure.

3.1 Pre-Processing Techniques

In historical text, inconsistent spelling and spelling
different from the standard spelling of contempo-
rary text, can negatively impact the performance
of natural language processing techniques, since
these tools are normally trained on contemporary
language. Therefore, spelling normalisation is an
important pre-processing step for many natural
language processing tasks when applied to histor-
ical text. In the spelling normalisation process,
the spelling in the historical text is automatically
transformed to a more standard (typically more
modern) spelling, before the natural language pro-
cessing tools are applied. Our data set is nor-
malised using the SMT-based approach of Petters-
son et al. (2014), which is available as an online
tool.2 To the best of our knowledge, no method yet
has substantially outperformed a character-based
SMT approach for historical Swedish. However,
we also want to apply our methods to an un-

“https://cLlingfil.uu.se/histcorp/tools.html



Petitions Period # Docs | Train/Test | # Tokens
Orebro earlier | 1719-1720 | 51 70/30 16,285
Orebro later 1782-1800 | 60 70/30 15,814
Vistmanland | 1758 7 0/100 2,187

All 1719-1800 | 118 66/34 34,286

Table 1: Overview of the data sets with information about time period, number of documents, proportions
of training and test data, and number of tokens (in the un-normalised data set).

normalised version of our data set, to see how
much is gained when using pre-processing meth-
ods (since tools might not always be available for
the intended data, especially with limitations in
data resources).

Historical texts may not only have spelling vari-
ation. Punctuation may also be used in inconsis-
tent ways, or not used at all. This is also true for
the petition data sets. It is not uncommon that a
petition from our data set contains segments with
more than 100 successive tokens without any sen-
tence boundary marker (in the traditional sense),
and in the Orebro dataset, there are around 20 such
segments that exceed a length of 250 tokens. In-
stead, the text usually contains phrase boundaries
marked with a comma, semicolon, colon or a new
line. For this reason, we perform our own sentence
segmentation using a regular expression, where
the characters [ . !?, :; \n] are treated as mark-
ing sentence boundaries. This approach leads to
shortening of excessively long sentences, although
it may also result in some sentences being reduced
to very short phrases.

In one of our approaches (see Section 3.3), we
utilise part-of-speech (POS) tags. Here, we ob-
tain the annotation from Sprakbanken’s Sparv an-
notation pipeline version 4.1.1 (Borin et al., 2016),
which uses the Stanza tagger (Qi et al., 2020)
for POS tagging, trained on SUC33 with Tal-
banken_SBX_dev* as development set.

In two of our approaches (see Section 3.4 and
3.5), we make use of the Swedish pre-trained word
embeddings (WE) by Hengchen and Tahmasebi
(2021), trained on historical Swedish newspaper
material. We try both their Word2vec and fast-
Text models,> using the incrementally trained em-
beddings from 1740 up to the year of 1800 in
order to best match our data. For these experi-
ments, we follow the cleaning procedure described

3https://spraakbanken.gu.se/en/resources/suc3
*https://spraakbanken.gu.se/resurser/talbanken
>https://zenodo.org/record/4301658 (June, 2022)

in Hengchen and Tahmasebi (2021) by lowercas-
ing the text, removing all characters not belong-
ing to the Swedish alphabet (including digits and
punctuation marks), and removing tokens with the
length of two characters or smaller.

3.2 Baseline Method: Cut by Length

As a start, we establish a baseline method for ex-
tracting the Salutatio and Conclusio from a pe-
tition by simply extracting the first and last sec-
tions of the text, respectively. To determine the
length of these sections, we analyse the validation
set and calculate the average number of sentences
for each part. We here define a ”sentence” as a
chunk of text between two separators, as explained
in the previous section. Based on our validation
set, the average length of the Salutatio is 4 sen-
tences, while the Conclusio is 10 sentences.

To extract the Salutatio in new documents, the
baseline method simply extracts the first 4 sen-
tences returned by the sentence segmenter. The
process is repeated in reverse order to extract the
Conclusio, starting at the end of the petition and
extracting the last 10 sentences. Once the Saluta-
tio and Conclusio have been extracted in this way,
we remove any leading or trailing white space be-
fore returning the final results.

3.3 Rule-based Method

Our first real method for extracting the Salutatio
and Conclusio uses a set of simple rules. To es-
tablish these rules, we analyse the petitions in our
training set and identify common patterns. Our
observations lead us to identify a set of typical
words that frequently appear in the Salutatio and
Conclusio parts of the petitions. We also conclude
that both the beginning and (especially) the end of
the petitions have short sentences or phrases with
only names of people and of geographical places,
often as a part of a greeting or a formal farewell.
While the initial idea was to include a rule to cap-
ture sentences that contain proper names, we in-
spected the POS tagging in the training files and

134



concluded that the tagging result often was inac-
curate for names, which were tagged as nouns, ad-
jectives or other parts of speech. To still capture
these phrases, we instead implement a rule that tar-
gets sentences without a verb, which is often also
true for these short phrases.

For the initial section, which is likely to be (part
of) the Salutatio, we find the words hdgvdalborne
(high-born), kunglig (royal), landshovding (gov-
ernor), herre (lord), nddige (gracious), riddare
(knight), orden (order), and baron (baron), as well
as their various spelling variations in both the nor-
malised petitions and the raw dataset. Similarly,
for the final section, we find the words tjdnare/
tjidnarinna (servant, masculine and feminine),
vordnad (homage), nddes (grace), ddmjukaste
(most humble), djupaste (deepest), and undersdte
(subject).

To extract the Salutatio and Conclusio, we it-
erate through the initial and final sentences of the
petition, respectively. We include only those sen-
tences that meet at least one of two criteria: ei-
ther they lack verbs or they contain at least one of
the frequently used words identified in our anal-
ysis. To determine the presence of verbs, we use
the POS-tagging method described in Section 3.
To capture sentences that contain the identified
highly frequent words, we employ a regular ex-
pression that detects the words and various com-
mon spelling variations of them.

3.4 Keyword Method

For our second method, we make use of statisti-
cally defined keywords. These keywords are cal-
culated for all the different petition parts of the val-
idation set, including not only Salutatio and Con-
clusio, but also Exordium, Narratio, Argumenta-
tio and Petitio, when available. We also make use
of the Swedish historical word embeddings, intro-
duced in Section 3.1.

We use two methods to obtain the keywords.
For the first one, we take the top 10 keywords, by
calculating and ranking TF-IDF scores of all to-
kens, through scikit-learn’s implementations (Pe-
dregosa et al., 2011). We also expand the keyword
list by finding the (up to) 10 most similar words to
each of the keywords by the word2vec word em-
beddings, and the (up to) 10 most similar words
to each of the keywords by the fastText word em-
beddings by the most_similar function from
Gensim library (Rehurek and Sojka, 2011). The
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full list of keywords based on TF-IDF scores com-
bined with word embeddings can therefore be up
to 100 words. However, not all words exist in
the historical Swedish word embeddings models,
which lead to a shorter keyword list.

For the other keyword approach, we rank key-
words based on their feature importance in a clas-
sification task. This is done in order to compare
different approaches to obtain keywords for our
very small data set. Here, we make use of the
LinearSVC, also through scikit-learn. The Lin-
earSVC has the attribute coef_attribute, which as-
signs weights to the features for each class versus
all other classes (coefficients in the primal prob-
lem). To perform the classification task, we train
the classification model on our validation set us-
ing the default settings. We collect the top 10 key-
words of each approach in a separate list, and we
expand the keyword list with similar words based
on the historical word embeddings, as explained
above. Each sentence of the petition receives a
score per petition part, where one point is given
per corresponding keyword it contains. The Salu-
tatio part is extracted by looping through the sen-
tences from the beginning of the petition, until it
encounters a sentence that does not have Salutatio
as a top candidate. The first sentence is by default
treated as Salutatio. The same procedure is re-
peated for the Conclusio part, though instead start-
ing the loop from the end of the petition, where the
last ending sentence is treated as Conclusio by de-
fault.

3.5 Window Embedding Method

In our third approach, we again utilise the Swedish
historical word embeddings, which were intro-
duced in Section 3.1. To achieve this, we iterate
through various chunk sizes of the petition text
(measured by the number of tokens), and obtain a
vector for each text chunk. We use the pre-trained
word2vec and fastText embeddings to look up in-
dividual words, and then compute the average of
all word embeddings for each text. Any out-of-
vocabulary (OOV) words are assigned a plain zero
embedding.

To compare the embeddings with a gold stan-
dard, we vectorise all the Salutatio and Conclu-
sio segments from the validation set using the
same approach. Each extracted and vectorised
text chunk is compared with each of the vec-
torised Salutations or Conclusions, and we com-



pare their similarities by computing a similarity
score for each comparison. All these comparisons
are summed, and the text chunk which receives the
highest similarity score is chosen as the winner.
We do the same procedure for both Salutatio and
Conclusio. If several text chunk candidates get the
same top score, we choose the text chunk with the
longest string.

We experiment with different window sizes of
text chunks, which are retrieved by counting the
number of tokens per Salutatio and Conclusio part
in the validation set. We use the smallest window
size as a starting point, and add one more token
in each iteration until we reach the largest window
size.

3.6 Evaluation Procedure

To evaluate our methods, we use precision and re-
call, where we compare the suggested Salutatio
and Conclusio to their gold counterparts. We cal-
culate these scores both at the word level and at the
sentence level. In addition, we also look at how
much the candidates differ from the gold standard
in the start and the ending. We do this for each
candidate by counting the number of tokens be-
fore or beyond the gold start token (4 or —), and
the number of tokens before or beyond the gold
end token (+ or —).

4 Results and Discussion

The results for our methods can be viewed in Table
2 (normalised data), Table 3 (un-normalised data)
and Table 4 (OOD data). Some general trends can
be spotted in the results for all of the data, even
though the high standard deviation indicates that
we must be cautious when interpreting the results.

For a start, we conclude that even though we
work with extremely reduced resources in terms of
data size (and noisy data on top of that), the results
indicate that several of our approaches can be po-
tentially useful for segmenting petitions. We see
that the baseline method performs strongly when
extracting the Salutatio part, which indicates that
Salutatio is easier to correctly catch in compari-
son to Conclusio. This is not surprising, since
the Conclusio contains a formal farewell and is of-
ten signed with names of the petitioner(s), and the
number of these may differ. Since the names are
often written with line separation, they are treated
as several sentences by our sentence segmentation
approach, which lowers the performance of the
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baseline method. And indeed, some of our meth-
ods are able to beat the baseline method for ex-
tracting the Conclusio part, though high standard
deviations also suggest that the performance for
Conclusio is more varied both between and within
the methods. Overall, the Keyword Method gen-
erally performs well, and gets the most consistent
high results for the in-domain data set.

Another observation is that the gain of using
spelling normalisation varies between the meth-
ods. The Window Embedding approach performs
considerably better at extracting Salutatio on the
normalised data set, in comparison of their results
for the un-normalised data set. Also the Rule-
based Method is helped by including spelling nor-
malisation, both when extracting Salutatio and
when extracting Conclusio. However, the Key-
word Method works well both on the normalised
and un-normalised data set, and in some cases the
results are even better when not including spelling
normalisation.

To see how well our methods can generalise to
unseen data, we look at the results for the OOD
set. However, since there are very few data points
in the OOD set, it is difficult to draw any certain
conclusions, though we can spot some potential
trends. The results for all methods are generally
low when handling un-normalised data. Here, nor-
malisation seems to help quite substantially. The
Window Embedding approach gets high results for
normalised Salutatio, while the performance of the
Keyword Method drops significantly, especially
for the task of extracting Conclusio. The baseline
method works surprisingly well for Salutatio and
gets the highest result for the un-normalised OOD
data, suggesting that the length of Salutatio may
be somewhat consistent between regional places.
For extracting Conclusio, the Keword Method and
the Rule-based method seem to perform the best,
at least on the normalised data set. However, the
performance for extracting Conclusio is low for all
methods, indicating that regional differences may
affect the composition of this petition part.

When performing a qualitative analysis of the
extracted Salutatio and Conclusio parts, we can
identify some areas of improvement for our meth-
ods. By inspecting the results obtained using the
Rule Method, we found several phrases where er-
rors in the POS tagging led to the incorrect inclu-
sion or exclusion of these phrases. It is impor-
tant to consider these findings when developing



Tested Baseline Rules kw TF-IDF |kw SVC | Window w2v | Window ft
Sal mean prec (words) 932 +21.8 {759 +30.3/93.8+17.1|84.8 +25.5|91.44+12.5 933+ 16.5
Sal mean rec (words) 983+6.8 [100+0.0 [94.2+18.6|98.1 +10.9|92.4 +17.3 969 + 13.2
Sal mean prec (sents) 91.4 +25.3 |75.5+33.5{89.4 +26.8|84.1 +27.8|65.7 +35.3 79.3 +£36.2
Sal mean rec (sents) 90.4 +25.6 |86.4 +30.8(89.9 +27.8|91.9 + 22.9|76.5 + 37.1 83.8 £359
Sal mean diff start (words) 0.0 + 0.0 00+£0.0 [00£0-0 [00£0.0 [1.0£22 6.6 +35.5
Sal mean diff end (words) [6.0 £28.6 [11.94+30.7/0.8 5.2 |43£8.6 |1.1£3.1 7.1 +36.1
Con mean prec (words) 67.5 +32.6 {90.5 +£19.9(89.0 +£20.3|98.1 + 7.7 |42.4 +29.5 60.0 £ 344
Con mean rec (words) 81.1 +29.0 [68.8 +-29.4|78.3 +27.3|55.7 4+ 34.7|66.5 + 35.6 68.6 &+ 31.8
Con mean prec (sents) 78.0 +£27.2 196.0 8.3 |94.8 +10.4|99.1 4+ 3.7 |43.5 +34.3 52.4 4+ 32.8
Con mean rec (sents) 82.0 £26.6 [73.4 £23.9|83.7 +22.6|63.4 +31.1|53.0 £42.5 53.6 £35.9
Con mean diff start (words) [-15.8 +39.7|2.3 £ 34.5 [2.8 +£16.6 [13.9 £ 17.0|-114.5 + 159.7|-73.4 + 140.7
Con mean diff end (words) |-7.2 £33.7 {0.0+0.0 [0.0+0.0 [0.0£0.0 |-94.04 1553 |-65.8 +128.0

Table 2: For normalised data: mean and standard deviation of Precision and Recall, both on the word
and sentence level. Also mean difference in start token and end token between extracted petition parts
and the gold parts (measured in number of tokens). Sal = Salutatio. Con = Conclusio.

Tested Baseline Rules kw TF-IDF [ kw SVC Window w2v | Window ft

Sal mean prec (words) 93.1 £22.1 |63.2+29.2 |89.0+21.4(89.2+21.2|729+19.1 |754+19.6
Sal mean rec (words) 982+ 75 915+ 84 |859+273(859+27.3|80.2+244 [87.5+13.1
Sal mean prec (sents) 96.2 + 125 |452+37.6 |1919+16.0(91.1 £17.8|34.2+33.7 |39.6 £38.5
Sal mean rec (sents) 982+ 7.0 57.6 £40.6 |87.6 £25.0(87.6 +25.0/43.4+42.4 |46.0 +42.8
Sal mean diff start (words) |0.0 £ 0.0 0.0+ 0.0 00+00 [00£00 |4.5420.7 6.8 =354

Sal mean diff end (words) |6.03 +28.6 [13.3 +31.3 [0.73+69 |0.79 £7.2 4.7 +22.7 7.9 +36.2
Con mean prec (words) 643 +33.6 |752+£257 19274+ 157|984 7.1 [483 £37.6 [33.9+304
Con mean rec (words) 82.04+:29.0 £|76.4 +26.8 |82.8 +27.3(56.2 £ 36.6(37.1 +=28.8 |[45.3 £33.3
Con mean prec (sents) 75.2+ 28.1 74.0 =242 1964 £83 (99.3+29 (3724356 |27.1 +£31.7
Con mean rec (sents) 82.6 £26.6 |69.2 +26.2 |86.9 +22.665.1 £32.9 |31.2+339 |29.3 +35.1
Con mean diff start (words)|-20.2 +42.0 |-17.6 £71.1|3.4 £ 14.6 |144 +18.6|-74.4 + 143.3|-143.3 £ 161.5
Con mean diff end (words) |-7.2 +33.7 [-11.2+£63.1/0.0+ 0.0 |0.0£0.0 [-66.7+ 122.3|-129.1 £+ 155.2

Table 3: For un-normaliased data: mean and standard deviation of Precision and Recall, both on the
word and sentence level. Also mean difference in start token and end token between extracted petition

parts and the gold parts (measured in number of tokens). Sal = Salutatio. Con = Conclusio.

our methods further in future work. In the Key-
word Method and Window Embedding Methods,
we used WE as part of the approach. However,
some of the tokens in our petition dataset were
not present in the WE models. Further analysis
is needed to determine the extent to which this af-
fected the results for the different parts of the peti-
tion. Regarding the Window Embedding Method,
we select the winning text chunk with the longest
string when several candidates receive the same
top score. Although this is the correct decision in
some cases, it can decrease performance in other
cases. This is particularly true when searching for
the Conclusio part, where many of the extracted
text chunks in the result are overly long. This
method would likely benefit from a more elabo-
rate ranking system when dealing with multiple
winning text chunks.

5 Conclusions

In this paper, we try different approaches to auto-
matically segment Swedish 18th-century petitions
according to their rhetorical structure. More pre-
cisely, we extract the opening and ending parts of
petitions: the Salutatio and the Conclusio.

Historical data is challenging for computa-
tional methods due to the noisy nature of non-
standardised orthography, and due to limited data
resources. Still, several of our methods are able
to correctly identify the Salutatio and Conclusio
parts, even though the precision and recall scores
exhibit a high standard deviation. Our Keyword
Method, which looks at each sentence and scores
the number of keywords related to the target peti-
tion part, performed consistently high. However,
even the baseline method, where we cut the pe-
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Using normalised data

Tested Baseline |Rules kw TF-IDF [ kw SVC Window w2v | Window ft
Sal mean prec (words) [77.9 +£ 11.6|73.3 £ 19.4|73.6 + 10.5|71.9 £ 12.6 |97.4+£2.9 95.0 + 3.6
Sal mean rec (words) |78.5 +13.2|/100 +0.0 |100 +0.0 |100+0.0 |98.2 +£2.7 100 + 0.0
Con mean prec (words) |24.7 + 13.168.1 £ 35.2|68.5 + 32.0 |84.9 + 29.6 |45.0 284 |37.4+26.2
Con mean rec (words) (100 0.0 [86.2 +33.7|84.5+31.9|84.5+319 |77.9+34.6 |69.6 +38.4
Using raw (unnormalised) data
Sal mean prec (words) [67.2 £ 11.5|51.4 £ 14.3|19.6 £35.2/19.6 £35.2 {63.0 £ 8.6 65.1 £10.3
Sal mean rec (words) [86.6 + 11.2(81.5+5.6 |7.1+£11.6 |7.1+11.6+£|73.9+5.9 81.5+5.6
Con mean prec (words)|20.9 £+ 12.0|51.2 £ 31.7|63.6 - 33.7 |82.1 £ 34.6 |82+ 12.5 21.3+18.5
Con mean rec (words) {100 =0 78.3 +329(85.7+35.0(85.7+350 [31.5+£414 |48.8441.0

Table 4: Results when using out-of-domain (OOD) data: precision and recall for both normalised and
un-normalised data (only for words, to save space). Sal = Salutatio. Con = Conclusio.

tition parts according to a defined length, works
well for extracting Salutatio, suggesting that this
part is easy to extract with more simpler methods.

The Conclusio part seems to have more vari-
ations in length and construction, and here our
Keyword Method, and our Rule Based Method to
some extent, outperforms the baseline. When it
comes to text pre-processing, the gain of using
spelling normalisation varies between the meth-
ods, suggesting that it may not always be a nec-
essary step for tasks such as ours.

The results for a small out-of-domain data set
are generally low when handling un-normalised
data. Here, normalisation seems to help quite sub-
stantially. The baseline method gets the highest
result for this data set, indicating that the length
of Salutatio may be somewhat consistent between
regional places. However, the performance for ex-
tracting Conclusio is low for all methods, indicat-
ing that regional differences may affect the com-
position of this petition part.

When inspecting the extracted Salutatio and
Conclusio parts, we can detect some weaknesses
in our methods that could be improved with fur-
ther development. The Rule-Based method could
be further refined by adding rules more specialised
for the target petition part, and perhaps by also in-
cluding an applicable Named Entity Recognition
model to better target the names of people and of
geographical places, which is relevant for Saluta-
tio and Conclusio. In the Keyword Method, we
could have made use of POS information to tar-
get only content words, as these might be more
specific for each petition part. For the Window
Embedding Method, we believe that it would be
beneficial to further elaborate the ranking system
when dealing with multiple winning text chunks.
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For future work, we are interested in applying the
suggested improvements, as well as expanding the
segmentation task to also include other petition
parts. We also want to explore other available ap-
proaches. More data would be desirable in order
to train a statistical model, yet we might explore
other possibilities in the form of few-shot learn-
ing or similar methods. Even with restricted re-
sources, we anticipate that we could increase our
results even more with suitable approaches.
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