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Abstract
This paper explores the use of masked lan-
guage modeling (MLM) for data augmen-
tation (DA), targeting structured sentiment
analysis (SSA) for Norwegian based on a
dataset of annotated reviews. Considering
the limited resources for Norwegian lan-
guage and the complexity of the annota-
tion task, the aim is to investigate whether
this approach to data augmentation can
help boost the performance. We report on
experiments with substituting words both
inside and outside of sentiment annota-
tions, and we also present an error anal-
ysis, discussing some of the potential pit-
falls of using MLM-based DA for SSA,
and suggest directions for future work.

1 Introduction

One important challenge in sentiment analysis,
like for most areas of NLP approached as super-
vised learning tasks, is that of limited availabil-
ity of labeled training data. As annotation is typi-
cally a manual process requiring human experts –
thereby incurring a high cost in terms of time, ef-
fort, and money – the creation of labeled training
data represents a major bottleneck, especially for
smaller languages like Norwegian. At the same
time, we know that the amount of training exam-
ples is the most important driver for increasing
model performance. This paper reports on prelim-
inary results with using a pre-trained masked lan-
guage model (MLM) for data augmentation (DA),
applying the MLM to generate alternative substi-
tutions for different words in the training data.
More specifically we investigate the role of MLM-
based DA for the task of so-called structured sen-
timent analysis (SSA), i.e. predicting not just the
positive/negative polarity of a text, but also the
spans of polar expressions, targets and holders
(Barnes et al., 2022).

We start by briefly discussing related work, be-
fore presenting the resources used in our experi-
ments. We then discuss the details of the data aug-
mentation strategy, before presenting our experi-
mental results, including an error analysis.

2 Related work

Previous work on data augmentation in NLP can
be viewed as either augmenting the feature space
(e.g. interpolation techniques, addition of noise)
versus augmentation of the (input) data space,
where augmentation can take place at charac-
ter, word, phrase or document-level (Bayer et al.,
2022). While rule-based approaches to data aug-
mentation have been studied, a majority of cur-
rent DA-research within NLP falls within a model-
based approach to augmentation of the input data
(Feng et al., 2021). Examples of these tech-
niques range from DA through back-translation
(Sennrich et al., 2016) via seq2seq-based gener-
ation of paraphrases (Kumar et al., 2020) to the
current widespread use of pre-trained LMs to gen-
erate text augmentations (Kobayashi, 2018; Yang
et al., 2020). The latter approach is also the one
adopted in this paper. Within the field of senti-
ment analysis, a specific challenge has been the
issue of label preservation (Bayer et al., 2022),
i.e. avoiding a switch of polarity following aug-
mentation. Both lexicon-based (Hu et al., 2019)
and embedding-based (Feng et al., 2019) methods
for substitution, or combinations of the two, have
been proposed to address this challenge.

The previous work that is perhaps closest to that
of the current paper is that of Chen et al. (2022),
both in terms of DA approach and application
task. In the context of the 2022 SemEval Shared
Task (task 10) on structured sentiment analysis
(Barnes et al., 2022), Chen et al. (2022) augment
the training datasets by masking out each token
in turn and generating replacements with XLM-
RoBERTa-large, only accepting the top 5 most
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HOLDER POLAR TARGET

Vi ble positivt overrasket over bildekvaliteten
We were positivly surprised by picture-quality

Strong Positive

Figure 1: Example annotation from NoReCfine

confident word predictions. Chen et al. (2022)
augments sentiment-bearing sentences only, but
exclude replacements for tokens that are within the
span of polar expressions.

3 Sentiment dataset and models

The Norwegian Review Corpus – NoReC (Velldal
et al., 2018) – is a corpus of professional reviews
gathered from multiple Norwegian news sources
and spanning a wide range of different domains
(books, music, movies, games, restaurants, var-
ious consumer goods, and more). A subset of
this corpus, NoReCfine (Øvrelid et al., 2020), com-
prises 11 437 sentences that have been annotated
for so-called structural or fine-grained sentiment
information. The annotations indicate the span
of polar expressions, their corresponding holder-
and target expressions, and the associated polarity
(positive/negative) and intensity (on a three-point
scale), see Figure 1 for an example. Our experi-
ments are performed on the pre-defined splits of
the NoReCfine dataset.

All our experiments are based on the classi-
fication architecture described by Samuel et al.
(2022), which adapts the graph-based semantic
parser PERIN by Samuel and Straka (2020) for
the task of structured sentiment analysis, achiev-
ing state-of-art results by directly predicting senti-
ment graphs from text. We will refer to this archi-
tecture as SSA-PERIN.1

A Norwegian instance of the BERT (base,
cased) architecture (Devlin et al., 2019) dubbed
NorBERT2 and released by the NorLM initiative
(Kutuzov et al., 2021) is used both for training
our SSA-PERIN models and also for generating
substitutions in our MLM-DA experiments. It
features a 50 000 WordPiece vocabulary and was

1We use the training configuration described in Samuel
et al. (2022): AdamW optimizer (Loshchilov and Hutter,
2019) with the learning rate linearly warmed-up for the first
10% of the training span, and then decayed with a cosine
schedule. We use the labeled edge-encoding and disabled
character embeddings.

trained using Whole Word Masking on the pub-
lic part of the Norwegian Colossal Corpus (NCC)
(Kummervold et al., 2022) and the Norwegian part
of the mC4 corpus (Raffel et al., 2019), compris-
ing a total of ≈ 15 billion tokens.

4 Data augmentation strategy

Our augmentation approach comprises three steps:
(1) iterate through the sample text we want to aug-
ment, replacing each word in turn with a place-
holder token; (2) prompt the LM to generate a re-
placement for the placeholder; and (3) if the prob-
ability for the prediction is above a given threshold
p, add the sentence with the generated replacement
to the augmented training set.

Our DA approach is similar to that of Chen et al.
(2022), but differs in that we exhaustively consider
replacements for all tokens in all sentences in the
training data (not just the top 5 most probable re-
placements for sentiment-bearing sentences only),
and we also test the effect of allowing replace-
ments inside spans annotated as polar expressions.
For the latter, we experiment with constraining the
candidates by only allowing replacements that do
not represent a switch of polarity with respect to
the sentiment lexicon NorSentLex2 (Barnes et al.,
2019). In addition, we present separate experi-
mental results for replacing tokens only inside or
only outside annotation spans (target, holder, and
polar expressions), and both, while also testing
different values for the confidence threshold.

5 Experimental results and discussion

Below we first describe the tested model con-
figurations and evaluations measures, before dis-
cussing the results and presenting an error analy-
sis, including suggestions for future work.

Description of configurations. We test the fol-
lowing augmentation strategies:

• Baseline: SSA-Perin trained on the original
non-augmented NoReCfine data.

• Outside: Using NorBERT2 to for generat-
ing new tokens, but only outside the spans
of the original sentiment annotations. We
also test various confidence thresholds, p ∈
{0.15, 0.5, 0.75}.

• Inside: Like above, but considering tokens that
are inside the annotation spans only.

2https://github.com/ltgoslo/norsentlex
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p DA-rate Tuple Targets +/−
Baseline n/a 0% 42.68 55.31 92.20

O
ut

si
de 0.15 312% 41.60 54.71 91.89

0.50 59% 44.44 57.23 92.07
0.75 18% 43.72 56.88 92.32

In
si

de 0.15 190% 43.07 56.24 90.52
0.50 33% 44.37 57.24 91.88
0.75 9% 44.06 56.31 92.16

In/Out 0.75 27% 43.95 56.64 92.19
In/Out+Lex 0.75 21% 43.68 55.26 92.66
Upsampled n/a 27% 43.33 56.77 92.02

Table 1: Results for various configurations on the
NoReCfine development data. DA-rate corresponds
to the percentage-wise increase in training sen-
tences for a given MLM probability threshold p.

• In/Out: Generating new tokens for positions
both inside and outside sentiment annotations.
Note that we only do this for the threshold p ≥
0.75, as this has the lowest training time.

• In/Out+Lex: Like In/Out above, but addi-
tionally constraining augmentation by reject-
ing substitutions that change the a priori lex-
ical positive/negative polarity for words listed
in the NorSentLex sentiment lexicon.

• Upsampled: a control experiment where we
duplicate the sentences in the training set with
the same ratio as for the In/Out 0.75-threshold
run, but without any token replacements.

Evaluation measures. We use three different
evaluation metrics: (1) F1 score for the full
sentiment-tuple, as described by (Samuel et al.,
2022). This is a rather strict measure that takes
into account the predictions of all expression spans
– targets, holders, and polar expressions – in ad-
dition to the polarity. (2) Target F1 considers
only the prediction of target expressions. Finally,
(3) the +/− score is the accuracy of the posi-
tive/negative polarity prediction for the correctly
predicted targets. For all configurations we run the
models five times and report the averages.

Discussion of results. While we can see from
the development scores in Table 1 that there are
no huge differences in overall results, some trends
are indeed noticable. We find that most of the
augmented configurations perform better than the
non-augmented baseline. However, our results so
far do not allow us to conclude whether perform-
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Figure 2: Showing the individual results for each
of the 5 different runs for each configuration on
the NoReCfine development data.

ing data augmentation only inside or outside of an-
notations, or both, works best. It is clear, though,
that the confidence threshold of 0.15 is too low, es-
pecially when allowing substitutions outside of the
sentiment annotations (which also yields the high-
est DA-rate), and the optimal threshold is likely
somewhere in the higher range, between 0.5–0.75,
and some further fine-tuning could be worthwhile.

It is interesting to observe the effect of adding
the constraint that substitutions within the span
of annotated polar expression are not allowed to
switch the a priori word polarity with respect to
a sentiment lexicon. Looking at the development
results, this appears to indeed slightly boost the
scores of the polarity predictions themselves. The
same boost can not be seen for the held-out re-
sults in Table 2, however. Moreover, this con-
straint seems to reduce the scores for the target
expressions and the full sentiment tuple, although
this might potentially just be due to the corre-
sponding reduced augmentation rate (given that
certain substitutions are blocked). We believe an
interesting direction for future work could be to
implement more accurate strategies for detecting
polarity-shifts during augmentation.

As can be seen in Figure2, there is some amount
of variance for all configurations, making compar-
isons more difficult. Further tuning of the learning
rate and regularization might be beneficial to re-
duce the variance. Note that we also tested a con-
figuration where we merged all word substitutions
for a given training example into a single sentence.
The rationale for this was to test whether our stan-
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p DA-rate Tuple Targets +/−
Baseline n/a 0% 43.39 54.13 92.59

Outside 0.50 59% 45.08 56.18 92.95
0.75 18% 44.33 55.39 92.74

Inside 0.50 33% 43.19 55.76 92.46
0.75 9% 43.38 55.62 92.49

In/Out 0.75 27% 44.12 56.44 93.19
In/Out+Lex 0.75 21% 43.66 55.53 92.55
Upsampled n/a 27% 43.53 56.41 92.33

Table 2: Results for various configurations on the
NoReCfine held-out test data. DA-rate corresponds
to the percentage-wise increase in training sen-
tences for a given MLM probability threshold p.

dard approach of multiplying out all substitutions
in the augmented data, adding a near-duplicate in-
stance of a training sentence for every word substi-
tution, could cause overfitting. However, we found
that for these runs the training would in several
cases not converge (hence this configuration is not
included in the table of results). Inspection also
reveals that this approach more often end up gen-
erating semantically incoherent sentences. On the
other hand, we see that the runs with the upsam-
pled sentences yields quite robust results, with less
variance than some of the DA-configurations, so
overfitting from upsamplig effects does not seem
to be an issue. Indeed, we see that the results of
the upsampled runs very closely match those of
the corresponding augmented runs, thereby indi-
cating that some of the gains seen from MLM-DA
may in fact simply stem from upsampling effects
(e.g., by mitigating the possible undertraining of
the baseline model).

Error analysis of augmented examples. Below
we include some examples that show how seem-
ingly minor changes to the original text can subtly
impact polarity, potentially invalidating the orig-
inal annotation. They also demonstrate some of
the potential pitfalls of using MLM-based word
substitutions for DA. When showing example sen-
tences in the augmented data, we use the format-
ting original/substitution to indicate the original
masked-out word and the generated substitution.

As a first case in point, the distributional word
similarity captured by LMs will often lead a model
to consider antonyms interchangeable, which in
some contexts can reverse the polarity conveyed
by the overall utterance, as in the example below:

(1) En kollega av meg sluttet/begynte å se serien

‘A colleague of mine stopped/started
watching the series’

In some cases, changing even just the tense of a
verb can have subtle implications for the polarity,
as in the example below:

(2) Vi har/hadde har fortjent dette trofeet

‘We have/had deserved this trophy’

There also appears to be a slight tendency for
closed-class words to be replaced, rather than con-
tent words. This is perhaps not so surprising,
given that the probability for such replacements
will likely be higher. However, these replacements
also tend to surprisingly often nudge the polarity
in new directions, as in the examples below:

(3) Det er en interessant dokumentar , men/som
holder et svært høyt tempo.
‘It is an interesting documentary, but/which
holds a very high pace.’

(4) Ikke minst er det gøy å se det i 3D –
hvor/selvom dansernes piruetter nesten
pirker deg på nesa.

‘Not the least is it fun to watch it in 3D –
where/although the dancers’ pirouettes
almost pricks you on the nose.’

Filtering words to be masked based on part-of-
speech and/or frequency could perhaps be con-
sidered for countering some of the effects of the
thresholding, shifting the augmentation more to-
wards content words. We also find other exam-
ples that indicate that some tokens should perhaps
be barred from masking and/or substitution, e.g.
negation cues like ikke (‘not’).

6 Conclusion

We have presented a suite of experiments with us-
ing a pre-trained masked language model for aug-
menting the annotated training data for structured
sentiment analysis. While we find that the de-
scribed augmentation strategy often leads to im-
provements, the effects are modest, and high vari-
ance makes it difficult to draw definite conclu-
sions. Our analysis of the results, based on a
dataset of annotated Norwegian review data, point
to several directions for further research on this
topic, such as filtering candidate tokens for sub-
stitution with respect to frequency, PoS, polarity,
negation cues, and more.
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