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Abstract

In this paper, we present an approach for
translating word embeddings from a ma-
jority language into 4 minority languages:
Erzya, Moksha, Udmurt and Komi-Zyrian.
Furthermore, we align these word em-
beddings and present a novel neural net-
work model that is trained on English
data to conduct sentiment analysis and
then applied on endangered language data
through the aligned word embeddings. To
test our model, we annotated a small sen-
timent analysis corpus for the 4 endan-
gered languages and Finnish. Our method
reached at least 56% accuracy for each en-
dangered language. The models and the
sentiment corpus will be released together
with this paper. Our research shows that
state-of-the-art neural models can be used
with endangered languages with the only
requirement being a dictionary between
the endangered language and a majority
language.

1 Introduction

Most of the languages spoken in the world are en-
dangered to one degree or another. The fact of be-
ing endangered sets some limitations on how mod-
ern NLP research can be done with such languages
given that many endangered languages do not have
vast textual resources available online, and even
with the resources that are available, there is a
question about the quality of the data resulting
from a variety of factors such as fluency of the
author, soundness of spelling and, on the lowest
level, inconsistencies in character encoding (see
Hämäläinen 2021).

This paper focuses on the following Uralic
languages: Erzya (myv), Moksha (mdf), Komi-
Zyrian (kpv) and Udmurt (udm). Unesco classifies

these languages as definitely endangered (Mose-
ley, 2010). In terms of NLP, these languages
have FSTs (Rueter et al., 2020, 2021), Universal
Dependencies Treebanks (Partanen et al., 2018;
Rueter and Tyers, 2018) (excluding Udmurt) and
constraint grammars available in Giella reposito-
ries (Moshagen et al., 2014). For some of the lan-
guages, there have also been efforts in employ-
ing neural models in disambiguation (Ens et al.,
2019) and morphological tasks (Hämäläinen et al.,
2021). Out of these languages, only Erzya has
several neural based models available such as ma-
chine translation models (Dale, 2022), a wav2vec
model and a Stanza model (Qi et al., 2020).

In this paper, we present a method for trans-
lating word embeddings models from larger lan-
guages into the endangered languages in question.
Furthermore, we fine-tune the models with lan-
guage specific text data, align them and show re-
sults in a sentiment analysis task where no train-
ing data is provided in any of the endangered lan-
guages. We have made our data and models pub-
licly available on Zenodo1.

2 Related work

Apart from the work described earlier in the con-
text of the endangered languages in question, there
has been a lot of previous work on multilingual
NLP where a model is trained in one language to
sentence classification and then applied in the con-
text of other languages. In this section, we will
describe some of those approaches together with
sentiment analysis approaches.

A recent paper demonstrates sentiment analy-
sis on 100 languages (Yilmaz et al., 2021). The
authors use RoBERTa-XLM to extract feature
vectors. These are then used in training a bi-
directional LSTM based classifier model. An-
other line of work (Liu and Chen, 2015) compares

1https://zenodo.org/record/7866456
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several different multilabel classification methods
on the task of sentiment analysis showing that
RAkEL (Tsoumakas et al., 2010) gave the best
performance on raw token input. A recent paper
(Hämäläinen et al., 2022) demonstrated promising
results in French sentiment analysis on a model
that was trained in English, Italian, Spanish and
German. The approach relied on a multilingual
BERT (Devlin et al., 2019). Öhman (2021) sug-
gests that lexicon based approaches, while vi-
able for endangered languages, are not particularly
suitable for sentiment analysis.

In the context of cross-lingual NLP, there is
work on POS tagging. For instance, Kim et al.
2017 propose a new model that does not require
parallel corpora or other resources. The model
uses a common BLSTM for knowledge transfer
and another BLSTM for language-specific repre-
sentations. It is trained using language-adversarial
training and bidirectional language modeling as
auxiliary objectives to capture both language-
general and language-specific information.

Another line of work by Xu et al. 2018 fo-
cuses on cross-lingual transfer of word embed-
dings, which aims to create mappings between
words in different languages by learning transfor-
mation functions over corresponding word embed-
ding spaces. The proposed algorithm simultane-
ously optimizes transformation functions in both
directions by using distributional matching and
minimizing back-translation losses. This approach
uses a neural network implementation to calculate
the Sinkhorn distance, a distributional similarity
measure, and optimize objectives through back-
propagation.

For machine translation Chen et al. 2022
demonstrate the importance of both multilingual
pretraining and fine-tuning for effective cross-
lingual transfer in zero-shot translation using a
neural machine translation (NMT) model. The
paper presents SixT+, a many-to-English NMT
model that supports 100 source languages but is
trained on a parallel dataset in only six languages.
SixT+ initializes the decoder embedding and full
encoder with XLM-R large (Conneau et al., 2020)
and trains encoder and decoder layers using a two-
stage training strategy.

3 Data

We use two books, Suomi eilen ja nyt (Fin-
land yesterday and now) by Häkkinen (1997) and

Павлик Морозов (Pavlik Morozov) by Gubarev
(1948) both of which are available in Finnish,
Erzya, Moksha, Komi-Zyrian and Udmurt. The
sentences of the books have been aligned across
all the languages at the Research Unit for Volgaic
Languages in University of Turku. The size of the
corpus for each language can be seen in Table 1.

tokens sentences
Finnish 43k 3.1k
Erzya 50k 3.6k
Moksha 51k 3.4k
Komi-Zyrian 50k 3.3k
Udmurt 53k 3.6k

Table 1: The corpus size for each language

Out of the entire corpus, we annotate 35 nega-
tive sentences and 33 positive sentences for eval-
uation for Finnish. We use the alignment infor-
mation to project this annotation for the rest of
the languages as well and verify manually that the
sentences express the same sentiment in each lan-
guage. This forms our test corpus for sentiment
analysis that consists of altogether 68 sentiment
annotated sentences.

Furthermore, we lemmatize all the texts us-
ing the FSTs provided in UralicNLP (Hämäläi-
nen, 2019). The corpus is lemmatized because we
intend to translate and align a lemmatized word
embeddings model. This also makes the overall
approach more robust given that covering the en-
tire morphology of a language would require us to
have much larger corpora.

4 Word embeddings

Word embeddings capture the semantic and syn-
tactic links between words by constructing vec-
tor representations of words. These vectors can
be utilized to measure the semantic similarity
between words, find analogous concepts, clus-
ter words (Hämäläinen and Alnajjar, 2019; Stekel
et al., 2021) and more. In this work, we use En-
glish and Finnish as the big languages that fa-
cilitate aligning and classifying words and sen-
tences for the endangered languages. English has
an overnumerous amount of linguistic resources,
whether as raw text or labeled data, while the en-
dangered resources that we are working with have
translation dictionaries for Finnish. For this rea-
son, we use Finnish as the intermediate language
that bridges these endangered languages with En-
glish resources.
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The English model that we utilize is trained on
the English Wikipedia dump of February 2017 and
Gigaword 5th edition2 (Fares et al., 2017). For
Finnish, we used recent word embeddings trained
by Language Bank of Finland (2022). These em-
beddings have been trained on several Finnish
newspapers. Both of these models have been
trained on lemmatized text.

The English word vectors have a dimension size
of 300, while the Finnish word vectors have a di-
mension size of 100. In order to make the dimen-
sion sizes of the two sets of embeddings compati-
ble, dimensionality reduction is applied to the En-
glish embeddings using principal component anal-
ysis (PCA) (Tipping and Bishop, 1999). This pro-
cess reduces the dimensionality of the English em-
beddings to 100, allowing them to be compared
and analyzed alongside the Finnish embeddings.

4.1 Creation of embeddings

We aim to create word embeddings for endangered
languages, which currently lack pre-existing em-
beddings. We use dictionaries from GiellaLT3,
which we augment using graph-based methods to
predict new translations through the Ve’rdd4 plat-
form (Alnajjar et al., 2022, 2021). We present
the number of dictionary translations from each
endangered language to Finnish that we obtained
from the base dictionaries and predictions in Ta-
ble 2.

Translations Predictions Total
kpv 10983 14421 25404
mdf 36235 3903 40138
myv 18056 5018 23074
udm 36502 6966 43468

Table 2: Number of translations and predictions
from the source languages to Finnish

To create embeddings for the endangered lan-
guages, we adopt a method of cloning the Finnish
embeddings and substituting the Finnish lemma
with its corresponding translation in the endan-
gered language. Where translations were absent,
we omitted the word vector. The resulting embed-
dings consist of 7,908, 10,338, 7,535, and 9,505
word vectors for kpv, mdf, myv, and udm, respec-
tively. The lower number of word coverage can be

2http://vectors.nlpl.eu/repository/20/
17.zip

3https://github.com/giellalt
4https://akusanat.com/verdd/

attributed to multi-word expressions present in the
dictionaries but not the embeddings.

In the next step of our study, we fine-tuned the
word embeddings for both Finnish and the endan-
gered languages by using two books as additional
data sources. This involved expanding the vocab-
ulary of each embeddings model whenever a new
word was encountered in the data. We also ad-
justed the embeddings weights based on the co-
occurrences of words in the text, using a window
size of 5 and a minimum count of 5 for a word to
be considered in the vocabulary. After completing
this process, the vocabulary size of the endangered
language embeddings were 10,396, 11,877, 9,030,
and 11,080, in the same order as mentioned above.

4.2 Alignment of embeddings

Our goal here is to align the Finnish word embed-
dings with the English ones, followed by align-
ing the embeddings of endangered languages to
the Finnish embeddings, in a supervised manner.
This was achieved by creating alignment dictio-
naries and aligning the embedding spaces together
similarly to Alnajjar (2021).

To align Finnish embeddings with English, we
used the Fin-Eng dictionary by Ylönen (2022),
which is based on the March 2023 English Wik-
tionary dump. We also used the Finnish-English
dictionaries provided by MUSE (Conneau et al.,
2017). Regarding the endangered languages, we
use the XML dictionaries to align them with
Finnish. We set aside 20% of the Wiktionary and
XML data for testing the alignments.

One thing that we have noticed is the lack of
the words “no” and “not” in the English embed-
dings due to stopword removal. To address this,
we appended a translation from “not” to “nt” in
the Finnish-English alignment data used in the
training stage. Whenever the text contained these
words, they were automatically mapped to “nt” in
the following steps of our research.

We followed the approach described by
MUSE (Conneau et al., 2017) to align all the em-
beddings, with 20 iterations of refinement to align
Finnish with English and 5 iterations to align all
the other languages to Finnish.

5 Sentence embeddings

Word embeddings represent the meaning of a sin-
gle word, whereas sentence embeddings repre-
sent the meaning of an entire sentence or docu-
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Language Label Precision Recall F1-Score Accuracy

eng neg 0.77 0.76 0.76 0.76pos 0.75 0.76 0.76

fin neg 0.77 0.75 0.76 0.75pos 0.73 0.75 0.74

kpv neg 0.57 0.57 0.57 0.56pos 0.55 0.55 0.55

mdf neg 0.63 0.65 0.64 0.63pos 0.64 0.62 0.63

myv neg 0.71 0.69 0.70 0.69pos 0.67 0.69 0.68

udm neg 0.69 0.63 0.66 0.63pos 0.58 0.63 0.60

Table 3: Precision, recall, f1-score and accuracy for each language and label

ment. Sentence embeddings are capable of cap-
turing more the context and excel at tasks that call
for comprehension of the meaning of a whole text,
such as sentiment analysis. Hence, we build sen-
tence embeddings for English that are based on the
English word embeddings.

The procedure for creating sentence embed-
dings was conducted by averaging the word em-
beddings of a given sentence and subsequently
feeding them to two fully-connected feed-forward
layers, thereby constructing a Deep Averaging
Network (DAN). The sentence embeddings are
trained on the STS Benchmark (Cer et al., 2017)
using SBERT, a method for sentence embeddings
that was proposed by (Reimers and Gurevych,
2019).

6 Sentiment analysis

We create a sentiment classifier that takes in the
sentence embeddings and predicts a sentiment po-
larity label. For training the sentiment analysis
model, we use the Stanford Sentiment Treebank
(Socher et al., 2013), Amazon Reviews Dataset
(McAuley and Leskovec, 2013) and Yelp Dataset5.
These datasets are available in English and we use
their sentiment annotations (positive-negative) to
train our model.

The sentiment classifier is constructed as a
three-layer fully-connected network, wherein the
hidden layers are comprised of 300 neurons each.
In order to mitigate overfitting, a dropout opera-
tion (Srivastava et al., 2014) is performed prior
to the final classification layer. The model con-
sists of 121,202 trainable parameters in total, and
is trained over the course of three epochs.

5https://www.yelp.com/dataset

7 Results

In this section, we show the results of the sen-
timent classification model on the in-domain,
English-language train splits of the sentiment cor-
pora we used to train the model. Furthermore,
we show the results of the sentiment classification
model when applied on our own annotated data for
the 4 endangered Uralic languages in question and
Finnish. These results can be seen in Table 3.

All in all, our model performs relatively well.
The accuracy for Finnish is almost as high as it
is for English despite not having any Finnish sen-
timent annotated training data. This means that
our approach can achieve rather good results when
there is a lot of translation data available between
the two languages. The results drop for the endan-
gered languages, but we do find the 69% accuracy
for Erzya to be quite formidable, however, the re-
sult for Komi-Zyrian of 56% leaves some room for
improvement.

8 Conclusions

In this paper, we outlined a method for translat-
ing word embeddings from a majority language,
Finnish, to four minority languages - Erzya, Mok-
sha, Udmurt, and Komi-Zyrian. The word em-
beddings were aligned and a new neural network
model was introduced. This model was trained
using English data to carry out sentiment analy-
sis and was then applied to data in the endangered
languages using the aligned word embeddings.

We built an aligned sentiment analysis corpus
for the four endangered languages and Finnish and
used it to test our model. The results were promis-
ing and our study demonstrated that even the lat-
est neural models can be utilized with endangered
languages if a dictionary between the endangered
language and a larger language is available.
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