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Abstract

The Open Multilingual Online Lexicon of
Okinawan (OMOLO) project aims to cre-
ate an accessible, user-friendly digital lex-
icon for the endangered Okinawan lan-
guage using digital humanities tools and
methodologies. The multilingual web ap-
plication, available in Japanese, English,
Portuguese, and Spanish, will benefit lan-
guage learners, researchers, and the Oki-
nawan community in Japan and diaspora
countries such as the U.S., Brazil, and
Peru. The project lays the foundation for
an Okinawan UD Treebank, which will
support computational analysis and the de-
velopment of language technology tools
such as parsers, machine translation sys-
tems, and speech recognition software.
The OMOLO project demonstrates the po-
tential of computational linguistics in pre-
serving and revitalizing endangered lan-
guages and can serve as a blueprint for
similar initiatives.

1 Introduction

This study introduces our ongoing project to cre-
ate a learner-friendly dictionary of Okinawan, a
Ryukyuan language, based on an existing printed
dictionary.1 We created two versions of the online
dictionary, which are useful for the learning and
revitalization of Okinawan.

Okinawan (Uchinaaguchi) is one of the indige-
nous Ryukyuan languages spoken in and around
Okinawa Island in the Ryukyu Archipelago and

1This work was supported by the NIHU Knowledge Co-
creation Project “Digital Library for Humanities,” the Insti-
tutional Core Research Projects “Co-creation of Research In-
frastructure Through the Integration of Diverse Lexical Re-
sources” and “Research on the Conservation of Endangered
Languages,” the JSPS Kakenhi Grant Number JP19H01265
and JP21K18376, and ROIS-DS-JOINT 2022 “LAJaR: Lan-
guage Atlas of Japanese-Ryukyuan.”

across Okinawan diasporas worldwide. However,
since mainly elderly speakers can speak it but
not many younger speakers, according to (UN-
ESCO, 2010), this language is endangered. How-
ever, various lexicographical works on the Oki-
nawan language have been done so far. Among
others, an Okinawan Shuri dialect speaker, Seibin
Shimabukuro, created a 1,856-page manuscript
of the Okinawago Jiten (Okinawan Dictionary)
in 1951, with the headwords written in classi-
cal orthography with a katakana syllabary which
did not faithfully represent the actual pronunci-
ation. The National Institute for Japanese Lan-
guage and Linguistics (NINJAL) extensively re-
vised the headwords and other example sentences
using a Latin alphabet supplemented with diacrit-
ical marks and some IPA faithful to the pronun-
ciations in a unique way original to this dictio-
nary. It published a revised version in 1963 (NIN-
JAL, 1963). Its ninth version was digitized in
XSLX format and published in NINJAL’s repos-
itory under a CC BY 4.0 license in 2001.2 Al-
though helpful for researchers, it poses difficul-
ties for language learners due to its use of al-
phabetic phonological notation and special supple-
mentary symbols, requiring familiarity with both
the language and the International Phonetic Al-
phabet (IPA). In Japan, using IPA-based letters and
diacritical marks on the Latin alphabet is unknown
to ordinary users usually. This study utilizes the
digital Okinawago Jiten dataset to create a user-
friendly multilingual web application, Open Mul-
tilingual Online Lexicon of Okinawan (OMOLO),
in Japanese, English, Portuguese, and Spanish for
language learners and contributes to language re-
vitalization and Okinawans’ “language reclama-
tion” (Leonard, 2017) by collaborating with learn-
ers from Okinawan communities, including Oki-
nawan diaspora communities in countries outside

2https://mmsrv.ninjal.ac.jp/okinawago/,
accessed on March 28, 2023.
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of Japan such as the United States of America,
Brazil, and Peru.

2 Orthographical and multi-lingual
challenges in TEI Lex-0 and its
visualization

Language revitalization has recently been flourish-
ing in the Ryukyus. Although the Ryukyuan lan-
guages have been unwritten for a long time un-
til recently, except for Okinawan, which has its
classical literature and writing system, contem-
porary writing systems that are more conforming
to the actual pronunciation have been established,
most of which employ only phonetic kana char-
acters. However, as a result of our survey of ex-
isting dictionaries, it was clarified that many Ok-
inawan speakers prefer writing systems employ-
ing both phonetic kana and ideographic charac-
ters, i.e., Chinese (kanji) characters, and orthogra-
phies using only phonetic characters are not in
line with speaker demand. Thus, there is a de-
mand amongst learners for a kanji-hiragana com-
bination in addition to hiragana-only text. If Ok-
inawago Jiten, which until now has been written
only in phonetic characters, were to be expressed
in kanji-kana script, it could meet the demands of
a larger number of learners. Therefore, we tran-
scribed the headwords and example sentences in
the Okinawago Jiten with our provisional orthog-
raphy consisting of both hiragana-only and kanji-
hiragana texts, which are designed to enable easy
input with the default settings on ordinary comput-
ers or smartphones. The headwords and example
sentences in the NINJAL’s spreadsheet version of
the Okinawago Jiten are written in alphanumeric
characters in the ASCII range.

In this study, we conducted a survey of the
existing Okinawan orthographies in eleven text-
books and dictionaries, such as Okinawa Prefec-
tural Shimakutuba Orthography Council’s (Shi-
makutuba Seishohō Kentō Iinkai, 2022), Nishioka
et al. (2006), Uchima and Nohara (2006), Hana-
zono et al. (2020), Nakamatsu (1999), Fija (2015),
Miyara (2021), Carlino (2022), an orthography for
the Shuri dialect of Okinawan and another for the
Tsuken dialect by Ogawa et al. (2015), and par-
tial katakana renditions seen in the introductory
chapter of NINJAL (1963). We created a database
of these existing Okinawan orthographies and a
Python program converting one orthography to
another (see Miyagawa and Carlino, submitted).

14,549 headwords were converted into major or-
thographies. We chose the hiragana rendition of
Nishioka et al. (2006)’s orthography as the stan-
dard for the headword but put the other orthogra-
phies in sub-layers including our original kanji-
hiragana notation, in which the hiragana part is
based on Nishioka et al., 2006. Using XSLT, we
converted the data into TEI Lex-0,3 a TEI XML
subset for dictionary data (Fig. 1). TEI XML
is a de facto standard of text mark-up in Digi-
tal Humanities. Currently, we are also translat-
ing the meanings of each word and example sen-
tence written in Japanese into Portuguese, Span-
ish, and English for Okinawan diaspora communi-
ties in countries such as the United States of Amer-
ica, Brazil, and Peru. Each language and writ-
ing system is written according to BCP474 in the
xml:lang attribute.

Figure 1: XML data compliant with TEI Lex-0

From this XML file, we created the prototype
website using XSLT and Hugo, a static site gener-
ator developed in the Go language, with the theme
Hugo Curious5, which is searchable and has easy-
to-read headwords on each page (Fig. 2).

3https://dariah-eric.github.io/
lexicalresources/pages/TEILex0/TEILex0.
html, accessed on March 28, 2023.

4See https://www.w3.org/International/
articles/language-tags/index.en, accessed on
March 28, 2023.

5https://github.com/vietanhdev/
hugo-curious, accessed on March 28, 2023.
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Figure 2: Example of visualization of a TEI Lex-0
dictionary entry of OMOLO in Hugo

3 Omeka S and Linked Open Data

In addition to the prototype website created us-
ing XSLT and Hugo, we are working on an al-
ternative platform for presenting the Open Mul-
tilingual Online Lexicon of Okinawan (OMOLO)
using Omeka S,6 an open-source web publish-
ing platform designed for sharing digital collec-
tions and creating media-rich online exhibits (Fig.
3). Omeka S is well-suited for digital humanities
projects, offering a user-friendly interface and ad-
vanced features for organizing and presenting col-
lections of various digital assets.

Figure 3: Omeka S visualization of the data

By utilizing the flexibility and extensibility of
Omeka S, we plan to create a visually engag-
ing and interactive experience for users to explore
OMOLO. We import the TEI Lex-0 XML data into
Omeka S, converting it into compatible metadata
for items and item sets within the platform, provid-
ing JSON-LD data (Fig. 4) as Linked Open Data
(LOD)/Resource Description Format (RDF). This
enables us to present the lexicon entries in a more

6https://omeka.org/s/, accessed on March 28,
2023.

structured and organized manner, facilitating easy
navigation and browsing for language learners and
providing the data to other external services easily,
following the standard of LOD/RDF.

Figure 4: JSON-LD output file of a lexicon entry
following the LOD/RDF standard

Furthermore, Omeka S allows the incorporation
of multimedia assets, such as audio recordings and
images, which can be attached to individual lexi-
con entries. This feature will significantly enhance
the learning experience, providing users access to
native-speaker pronunciations and visual aids to
support language acquisition.

4 Application of the data to Okinawan
Universal Dependencies treebank

The data generated from the OMOLO project is
to build an Okinawan Universal Dependencies
Treebank (Fig. 5), which will be a valuable re-
source for researchers such as descriptive linguists
and computational linguists working with the Ok-
inawan language. Universal Dependencies (UD)
is a framework for cross-linguistically consistent
treebank annotation that aims to create a compre-
hensive and multilingual resource for natural lan-
guage processing and linguistic research7. It was
created by integrating three dependency gram-
mar projects: (universal) Stanford dependencies
(de Marneffe et al., 2006; de Marneffe and Man-
ning, 2008; de Marneffe et al., 2014), Google uni-
versal part-of-speech tags (Petrov et al., 2012),
and the Interset interlingua for morphosyntactic
tagsets (Zeman, 2008). Currently, the latest ver-
sion of UD is ver. 2.11, including 243 treebanks
and 138 languages. More minority and endan-
gered language treebanks such as Amazonian in-
digenous languages and Australian aboriginal lan-

7https://universaldependencies.org/, ac-
cessed on March 28, 2023.

88



guages (Miyagawa et al., 2023). So far, there is
one Japonic language, namely Standard Japanese,
which has treebanks in UD. Okinawan UD (Miya-
gawa et al., 2023), using OMOLO’s example sen-
tences and other text corpora (NINJAL, 1978,
1985, 1986, 1987), will contribute to the diversity
of UD so that we can execute more diverse typo-
logical research using UD.

Figure 5: Visualization of Pmmiimee
ta=tukuru=ga (sister two=CLF=NOM) “two
sisters” in Okinawan UD Treebank (Miyagawa
et al., 2023) using deplacy (Yasuoka, 2020)

The Okinawan UD Treebank is constructed us-
ing the linguistic data available in the OMOLO,
including the headwords, example sentences, and
translations.8 These data points are annotated in
the CoNLL-U format following the UD guidelines
to create dependency trees that capture the Oki-
nawan syntactic structure.

After this phase, using this data as the training
data, we train models included in the Hugging-
Face Transformers library9, such as BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019),
and T5 (Raffel et al., 2020), with this training
data, and create a model to parse Okinawan text
into CoNLL-U with dependency relation (DepRel)
and universal parts-of-speech (UPOS) tags auto-
matically. Thus, by developing the Okinawan UD
Treebank, OMOLO, as its lexicon data and sup-
plier of sample texts, supports the computational
analysis of Okinawan, which can help develop lan-
guage technology tools, such as parsers, machine
translation systems, and speech recognition soft-
ware. These tools can contribute to revitalizing the
Okinawan language by making it more accessible
to a broader audience and promoting its use in dig-
ital communication.

5 Conclusion

In conclusion, the OMOLO project aims to pro-
vide a user-friendly, multilingual, and accessible

8For more details, see Miyagawa et al. (2023).
9https://huggingface.co/docs/transformers/index, ac-

cessed on March 28, 2023.

resource for language learners and researchers in-
terested in Okinawan. By utilizing NLP and dig-
ital humanities methodologies, we have created a
digital lexicon that can be used for language recla-
mation and revitalization efforts. Future develop-
ments will include creating an Omeka S version
for a more visually engaging presentation with the
output function of LOD/RDF and constructing an
Okinawan UD Treebank to support computational
analysis and language technology tools.

The foundation laid for the Okinawan UD Tree-
bank is an essential aspect of this project, as it
provides computational linguists with a valuable
resource for working with Okinawan. The tree-
bank facilitates the development of language tech-
nology tools, such as parsers, machine translation
systems, and speech recognition software, which
can significantly increase the accessibility and use
of the Okinawan language in digital communica-
tion and contribute to its revitalization. At present,
there are no large-language models (LLMs), such
as GPT-4 (Bubeck et al., 2023), that can effec-
tively handle the Okinawan language. This is
primarily due to the limited availability of high-
quality text corpora essential for training these
models. However, the methodologies presented in
this paper can create more comprehensive and ac-
cessible online resources for Okinawan.

As these Okinawan text corpora grow in size
and quality, LLMs will be better equipped to learn
and understand the language. With sufficient train-
ing data, future iterations of LLMs, like GPT-4,
may be able to process and generate Okinawan
text effectively, thereby contributing to the lan-
guage’s revitalization and making it more accessi-
ble to a broader audience. Additionally, the avail-
ability of high-quality Okinawan resources can
help facilitate the development of advanced lan-
guage technology tools, such as machine transla-
tion systems, parsers, and speech recognition soft-
ware, further promoting the use and preservation
of the Okinawan language in the digital age.

In summary, the OMOLO project showcases the
immense potential of computational linguistics in
preserving and revitalizing endangered languages.
The methodologies and approaches employed in
this project can serve as a blueprint for other simi-
lar initiatives, ultimately fostering linguistic diver-
sity and preserving cultural heritage through the
innovative use of digital technology.
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nawaken ni okeru ‘Shimakutuba’ no Hyōki ni tsuite
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