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Abstract

In this short paper, we introduce the task of eval-
uating the hallucination of large language mod-
els for the Bulgarian language. We first give
definitions of what is a hallucination in large
language models and what evaluation methods
for measuring hallucinations exist. Next, we
give an overview of the multilingual evaluation
of the latest large language models, focusing
on the evaluation of the performance in Bulgar-
ian on tasks, related to hallucination. We then
present a method to evaluate the level of hallu-
cination in a given language with no reference
data, and provide some initial experiments with
this method in Bulgarian. Finally, we provide
directions for future research on the topic.

1 Introduction

Hallucination in large language models (LLMs)
refers to the generation of non-factual statements or
information that cannot be verified from the source.
The latest generative language models, such as
Llama, GPT-4 and other GPT-based models, are
known to suffer from hallucination problems. The
lack of trustworthiness of the generated outputs of
LLMs is one of the main factors that stop their em-
ployment in sectors like education and healthcare,
where there are high standards for factual accuracy.
While numerous annotated evaluation datasets and
benchmarks for evaluating the level of hallucina-
tions exist for the English language, it is not the
same for most human languages. Evaluation of
hallucination in lower-resource languages1, such
as Bulgarian, is still an open research problem.

Due to the lack of annotated data on hallucina-
tions in Bulgarian, we chose to work with a Zero-
resource evaluation method called SelfCheckGPT
(Hardalov et al., 2020), which offers an approxi-
mate estimation of the amount of hallucinations

1We use the term ”lower-resource language” instead of
”low-resource”, as Bulgarian is sometimes referred as ”low-
resource” and other times as ”medium-resource”, depending
on the definitions different authors use.

in the text. We experimented with data from Bul-
garian matriculation exams, part of the EXAMS
dataset (Hardalov et al., 2020), which we processed
to derive prompts for text generation on different
school subjects.

2 Definitions

2.0.1 What is a Hallucination?

Hallucination in LLMs is still an open research
problem and there is not a universal definition of
the term. According to Ji et al. (2023), there exist
two categories of hallucination: intrinsic and ex-
trinsic. Intrinsic hallucinations refer to the model’s
generated text that contradicts the source or input.
Cases where intrinsic hallucinations occur are sum-
marization, machine translation and other tasks in
which and input text is given. Extrinsic hallucina-
tions refer to the model’s generations that cannot be
verified from the source/input content (or in other
words, output that can neither be supported nor con-
tradicted by the source). Extrinsic hallucinations
can occur in all text generation tasks. (Bang et al.,
2023)

Other authors, such as Preetham, add other
types of hallucinations, like nonsensical statements,
where the model generates a response that doesn’t
make sense or is unrelated to the context, and im-
probable scenarios, where the model generates a
response that describes an implausible or highly
unlikely event. Hallucination in large language
models can also be related to the model’s inability
to produce factual and commonsense knowledge
(F. Petroni and Riedel, 2019) or low degree of truth-
fulness, the measure of whether a language model
is truthful in generating answers to questions (Lin
et al., 2022).

2.1 Evaluation Methods

We group the observed hallucination methods into
three main groups: fact-checking evaluation, hu-
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man evaluation, and counterfactual evaluation, pro-
posed by (Preetham, 2023).

1. Fact-checking evaluation (F. Petroni and
Riedel, 2019; Kassner et al., 2021; Jifan Yu,
2023) involves comparing the generated out-
puts of a model with a knowledge base or
trusted sources to ensure that the facts pre-
sented in the generated text are accurate and
supported by evidence.

2. Human evaluation (Lin et al., 2022; Li et al.,
2023; Manakul et al., 2023) involves employ-
ing human evaluators to assess the relevance
and truthfulness of the generated outputs. This
evaluation metric leverages human judgment
to provide insights into the subjective aspects
of generated outputs.

3. Contrastive Evaluation (Manakul et al., 2023)
involves presenting the model with a set of
alternative completions or responses, where
some options may include hallucinated infor-
mation. This metric evaluates the model’s
ability to select the correct or most plausible
output among the alternatives.

3 Related Work

3.1 Multilingual Evaluation
There are numerous publications on the perfor-
mance of large language models in multilingual
settings, both provided by the researchers devel-
oping large multilingual language models, or inde-
pendent research groups. In this section, we would
focus on the multilingual evaluation of the latest
large generative language models, relevant to the
Bulgarian language. Previous multilingual large
language models, such as mBERT (Devlin et al.,
2018), mBART (Liu et al., 2020) and mT5 (Xue
et al., 2020) would stay outside the scope of the
current research.

One of the first attempts towards a multilingual
GPT-based model is XGLM (Lin et al., 2021),
based on the GPT-3 architecture but trained on
more than 100 languages, including Bulgarian. Lin
et al. evaluated XGLM on the XNLI dataset (Con-
neau et al., 2018) for natural language inference
and found that for the Bulgarian language, multilin-
gual training significantly improves the results com-
pared to monolingual training in GPT-3, but still
lags behind the results of the combination of mono-
lingual training and machine translation. Another

interesting finding shared by XGLM’s authors is
that while most cross-lingual few-shot settings sig-
nificantly improve over the 0-shot setting for the
target language, Bulgarian is an exception, as it
does not benefit from Russian, despite being in the
same language family.

mGPT (Shliazhko et al., 2022) is another mul-
tilingual model, based on the GPT architecture.
mGPT is trained on 61 languages from 25 language
families and aimed at improving language under-
standing for the official and minor languages in
Russia and former USSR countries. Authors also
provide an interactive API of the model via the Hug-
ging Face platform2. The model is evaluated on two
tasks – language perplexity and knowledge prob-
ing. For the tasks of knowledge probing, which
is a form of fact-checking evaluation of the ability
of the language models to produce factual knowl-
edge, they use the mLAMA probe (Kassner et al.,
2021), which extends the original LAMA probe
(F. Petroni and Riedel, 2019) to the multilingual
setting. On this task, the performance of Bulgarian
is lower than the average, meaning that the model
fails at generating factual text in Bulgarian. This
result aligns with our observations that the model
often hallucinates, producing extrinsic hallucina-
tions and nonsensical statements, when prompted
in Bulgarian language, as shown in Table 1.

Recently, Ahuja et al. (2023) and Bang et al.
(2023) perform multilingual analysis on the latest
large language models, and while both works con-
duct a massive study on different languages, eval-
uation for the Bulgarian language is not present
in either of them. However, they provide some
valuable insights for lower-resource and non-Latin
languages. Bang et al. state that despite Chat-
GPT’s strong performance in many high-resource
and medium-resource languages, the model still
has problems in translating and generating text
in languages that do not use the Latin script,
even though these languages are considered high-
resource. Moreover, Ahuja et al. suggests that one
of the factors that lead to a decrease in performance
in non-Latin languages is the fact that LLMs by de-
fault use a tokenizer build for the English language,
which leads to incorrect tokenization of words in
other languages. We found evidence of both claims
in our experiments with ChatGPT, as the model
sometimes responds in Russian, while prompted

2https://huggingface.co/ai-forever/
mGPT

https://huggingface.co/ai-forever/mGPT
https://huggingface.co/ai-forever/mGPT
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Extrinsic Hallucination Nonsensical Statement

Столицата на България е най-големият
град в Eвропа, а в него живеят над 1.5
милиона души.

Българите са най-бедни в Eвропа, но са
най-бедни в света.

Table 1: Examples of mGPT text generation for Bulgarian language. Text in black is the prompt, and text in blue –
the model generated text. English translations are shown in Table 6.

in Bulgarian, and sometimes generates text with
words that are non-existent in Bulgarian, but resem-
ble a truncated version of existing words. Finally,
the authors of MEGA (Ahuja et al., 2023) also
state that comprehensive assessment of LLMs for
non-English languages is very challenging due to
the scarcity of datasets available, which also mo-
tivated us to search for alternative approaches for
the evaluation of hallucinations.

3.2 Zero-Resource Evaluation

When no reference data is present, the level of hal-
lucination of generative models can be estimated
in a zero-resource manner. This method is es-
pecially useful for lower-resource languages, for
which annotated datasets and other publically avail-
able language resources are scarce. Manakul et al.
(2023) propose the SelfCheckGPT method, which
is a simple sampling-based approach that can pre-
dict whether responses generated by large language
models are hallucinated or factual.

The underlying idea behind SelfCheckGPT is
that when a large language model has a deep un-
derstanding of a specific concept, the responses it
generates will tend to be similar and consistently
contain factual information. Conversely, when the
model generates hallucinated facts, the sampled re-
sponses are likely to diverge and may even contra-
dict one another. By obtaining multiple responses
through stochastic sampling from the LLM, it be-
comes possible to assess the level of information
consistency among these responses. This approach
enables the identification of factual statements ver-
sus those that are likely to be hallucinated, without
relying on an external knowledge base.

4 Experiments

4.1 Experimental Setup

We decided to test the models in a black-box, zero-
resource manner with the SelfCheckGPT frame-
work, proposed by Manakul et al. (2023). The
method proposes several evaluation scores, of

which we chose Unigram and BERTScore, as they
were most suitable for our experimental setup.

In order to create model-generated passages, suit-
able for black-box, zero-resource evaluation of hal-
lucination, we use the EXAMS dataset (Hardalov
et al., 2020), part of the bgGLUE (Hardalov et al.,
2023) benchmark. It contains multiple choice ques-
tions from the Bulgarian marticulation exam in 6
subjects: Biology, Philosophy, Geography, History,
Physics, and Chemistry.

In order to prepare the LLM prompts, we per-
formed the following 3 steps:

1. Filter the dataset to preserve only the Bulgar-
ian data.

2. Remove the irrelevant and non-informative
items with no context/value in the actual
question like ’Which statement is true for
endocytosis?’. This way, our prompts are
the open-ended questions (not having ‘?’ in
last/penultimate position).

3. Add a navigating prefix to the prompt for each
question, "Напиши абзац, започващ с
’Q’ translated as “Write a paragraph, starting
with ’Q’”, where Q is the question.

Input (question): Кондензатор със заряд q
= 0,2 C и напрежение U = 4 V, има капацитет
C равен на:

Output (prompt): Напиши абзац, започващ
с ’Кондензатор със заряд q = 0,2 C и на-
прежение U = 4 V, има капацитет C равен
на:’

As a result, we ended up with a total of 566
prompt questions. They are nearly equally dis-
tributed subject-wise: 130 in Biology, 136 in Phi-
losophy, 75 in Geography, 87 in History, 70 in
Physics and 68 in Chemistry. We ran 5 iterations
of each prompt – the first one was used to generate
the main passage for the evaluation, and the rest
for the sampled passages.
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4.2 Models
We chose to use the following LLMs:

• text-davinci-003 by OpenAI

• gpt-3.5-turbo-0613 (the model behind Chat-
GPT) by OpenAI (Brown et al., 2020)

Our decision to choose these models was based
on the fact that they are two of the biggest (in terms
of parameters) state-of-the-art large language mod-
els which are trained on Bulgarian language.

All experiments were run on both the OpenAI
DaVinci and GPT-3.5 Turbo models. We gen-
erated the prompt responses using the OpenAI
Completions API (model: text-davinci-003) and
the Chat Completions API (model: gpt-3.5-turbo-
0613) with a token limit of 300.

4.3 Evaluation
We evaluated for the factuality of the generated
passages using (i) the BERTScore, (ii) average uni-
gram, and (iii) maximum unigram scores, described
in Manakul et al. (2023).

SelfCheckGPT with BERTScore finds the aver-
ages BERTScore of a sentence with the most sim-
ilar sentence of each drawn sample. This method
lies on the assumption that if the information in
a sentence appears in many drawn samples, it is
very likely that the information is factual, whereas
if the statement appears in no other sample, it is
more likely to be a hallucination. At the other hand,
the unigram-based scores aim at approximating the
original LLM’s. The assumption of this method
is that given the sample responses, one could train
a new language model, which token probabilities
would approximate the ones from the original LLM.
3

BERTScore scores are in the interval [0.0, 1.0],
and higher value estimates a higher chance of hal-
lucination. Unigram scores are in the interval [0.0,
+inf) and again a high value means a higher chance
of hallucination.

We compute the BERTScore for each subject
individually by calculating the average value of the
relevant scores for each passage and then calculat-
ing the average of all those passage scores. Uni-
gram scores are calculated by taking the average of
all document-level scores per subject.

As the unigram scores diverge to infinity for
some passages, we were forced to replace those

3Formulas and more detailed explanations can be found in
the original paper.

values before the computation of the overall aver-
age score per subject. We decided that the most
reasonable value substitute would be the maximum
among the remaining values for each log probabil-
ity score, respectively. The final evaluation results
are shown in Table 2.

4.4 Results

In our evaluation of hallucination tendencies in
LLMs in Bulgarian language, we examined two
models: text-davinci-003 and gpt-3.5-turbo-0613.
Considering all the metrics we evaluated, the sec-
ond model tends to hallucinate more. Philosophy
has the highest evaluation score for most of the met-
rics, as the Philosophy questions were relatively
broad (such as "Философията е..."(“Philosophy
is. . . ”)) and therefore resulted in more varying re-
sponses, compared to the ones for the rest of the
subjects. We still lack a similar assessment of hallu-
cinations in other languages, but the listed unigram
scores are significantly higher than the ones shown
in the SelfCheckGPT repository4. The referred
BERTScores, however, are higher, as the authors
decided to demonstrate the method with sentences
that were quite different from each other. The aver-
age scores are summarized in Table 3.

We observe one specific type of hallucination
that often occurs in the responses that we can con-
ditionally call ”foreign language hallucination”,
which cover different kinds of language-specific
errors, such as spelling errors, wrong word order,
and misused words and phrases. What separate
them from other nonsensical statements is that they
make sense once the text is translated via a machine
translation tool, such as Google Translate. An ex-
ample of such case is the word "резониране"
(rezonirane, ”resonance”), used in the meaning of
“reasoning” in the second example in Table 4. Even
though "резониране" sounds similar to the En-
glish “reasoning”, but does not exist in Bulgarian
language with this meaning. Explanations of dif-
ferent kinds of “foreign language hallucinations”
can be seen in Table 5.

One additional observation we made while con-
ducting our experiments is that the sentence split-
ting function used in the SelfCheckGPT code does
not perform well in Bulgarian language and there-
fore degrades the reliability of the assessment. In
the future, we plan to change it to a sentence splitter

4https://github.com/potsawee/
selfcheckgpt

https://github.com/potsawee/selfcheckgpt
https://github.com/potsawee/selfcheckgpt
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text-davinci-003 gpt-3.5-turbo-0613
Subject Avg-uni Max-uni BERTScore Avg-uni Max-uni BERTScore
Biology 4.2436 5.1093 0.0831 4.6059 5.9698 0.4496
Philosophy 4.2849 5.1740 0.0850 4.6151 6.0434 0.5040
Geography 4.1471 5.0612 0.0906 4.6097 5.9266 0.4635
History 4.2592 5.0796 0.0864 4.6096 5.8535 0.4780
Physics 4.0798 5.0322 0.0776 4.5365 5.8853 0.4765
Chemistry 4.1946 5.0716 0.0778 4.5009 5.8124 0.4598
Average 4.2170 5.0999 0.0837 4.5988 5.9431 0.4734

Table 2: Average evaluation scores for each subject with text-davinci-003 and gpt-3.5-turbo-0613. Avg-uni means
the Average unigram score and Max-uni – Maximum unigram score.

Avg-uni Max-uni BERTScore
3.2186 4.0254 0.2627

Table 3: Average evaluation scores from the experi-
ments, provided in the SelfCheckGPT repository.

developed specifically for the Bulgarian language,
proposed by Berbatova and Ivanov (2023).

5 Conclusion

In this short paper, we demonstrate our work in
progress on the task of evaluating the level of hal-
lucination of large language models in Bulgarian
language. We give definitions of different types of
hallucinations and methods for evaluation, make
an overview of the related work, and provide some
initial experiments.

Our research is aimed towards more equally
spread employment of the latest technology across
different languages. Researchers working on other
lower-resource languages can use our work as a
source of ideas generation and inspiration.

6 Future Work

In the future, we would like to extend our research
in the following directions:

1. Further research on methods and datasets for
hallucination evaluation. We would like to do
a comprehensive overview of the latest bench-
marks for hallucination evaluation, such as
TruthfulQA (Lin et al., 2022), HaluEval (Li
et al., 2023), Kola (Jifan Yu, 2023) others, and
analyze if a similar benchmark can be devel-
oped for Bulgarian.

2. Extend our experiments, so we have a more
objective estimation on the level of halluci-

nation of different LLMs in Bulgarian lan-
guage. One of the first experiments that we
want to conduct is to evaluate the latest LLMs,
such as GPT-3.5 and Llama, on the knowledge
probing task with the Bulgarian subset of the
mLAMA dataset. We also plan to make use of
the available answers in the EXAMS dataset
for fact-checking evaluation. Additionally, we
would like to further research if we can use
other datasets from the bgGLUE benchmark
(Hardalov et al., 2023) for our task.

3. Research and employ methods for prompt
engineering that improve the multilingual
performance of generative models, such as
cross-lingual-thought prompting, proposed by
Huang et al. (2023).

4. Finally, we would like to make our work more
comprehensive by providing examples for dif-
ferent kinds of hallucination that occur in
LLM-generated responses in Bulgarian.
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Appendix A Additional experiments

We aimed to run our experiments also with the large
language models LLama (Touvron et al., 2023a)
and LLama 2 (Touvron et al., 2023b), developed by
Facebook. The company has not yet made a public
application programming interface (API) available
for these models, leading us to employ their mini-
mal open-source software (OSS) version, LLaMa-
7B, and its successor LLaMa-2-7B, on our local
system. Our attempts to replicate the experiments
encountered notable time constraints arising from
hardware limitations, as the computations were
performed on our local machine. Therefore, we
decided to leave these experiments for our future
work.

Appendix B Translations of Examples

Tranlsations of examples of model-generated text
in Bulgarian are given in Table 6 and Table 7.
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Extrinsic Hallucination Nonsensical Statement
The capital of Bulgaria is the largest city in
Europe, and over 1.5 million people live in it.

Bulgarians are the poorest in Europe, but they
are the poorest in the world.

Table 6: English translations of the examples shown in Table 1.

Model Response
text-
davinci-003

Logic studies animals and how they move and solve problems. It derives provocative
and analytical sciences to help people improve intellectually. It can be applied in various
disciplines and fields, such as law, economics, science, philosophy and many

gpt-3.5-
turbo-0613

Logic studies the laws of rational thinking and follows strict rules that govern the
process of inference and argumentation. It deals with the analysis of thoughts and their
structure, revealing the ways in which the principles of correct resonance lead to correct
conclusions from given premises.

Table 7: Translated examples of Table 4.


