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Abstract

This work proposes a new pipeline for lever-
aging data collected on the Stack Overflow
website for pre-training a multimodal model
for searching duplicates on question answer-
ing websites. Our multimodal model is trained
on question descriptions and source codes in
multiple programming languages. We design
two new learning objectives to improve dupli-
cate detection capabilities. The result of this
work is a mature, fine-tuned Multimodal Ques-
tion Duplicity Detection (MQDD) model, ready
to be integrated into a Stack Overflow search
system, where it can help users find answers
for already answered questions. Alongside the
MQDD model, we release two datasets related
to the software engineering domain. The first
Stack Overflow Dataset (SOD) represents a
massive corpus of paired questions and answers.
The second Stack Overflow Duplicity Dataset
(SODD) contains data for training duplicate
detection models.

1 Introduction

The benefits of Question-Answer (QA) networks
for software developers such as the Stack Overflow
website are widely exploited by professionals and
beginners alike during the software creation pro-
cess. Many solutions to various problems, short tu-
torials, and other helpful tips can be found on these
networks. However, access to this valuable source
of information highly depends on users’ ability to
search for the answers. In our paper, we intro-
duce a multimodal method for detecting duplicate
questions. Apart from the primary use to prevent
posting duplicate questions, this technique can be
directly used for better search. When users are
posting already answered questions, they can get
the answer immediately without the necessity to
wait until someone else links the duplicate post or
answers their question.
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The duplicate question detection task aims to
classify whether two questions share the same in-
tent. In other words, if two questions are duplicates,
they relate to the same answer. The duplicate de-
tection task is quite challenging since the classifier
needs to distinguish tiny semantic nuances that can
significantly change the desired answer.

The posts in the QA networks for software de-
velopment often intermix natural language with
source code snippets. The great success of neural
networks for Natural Language Processing (NLP)
encourages us to build a bi-modal natural language
(NL) and programming language (PL) encoder for
duplicate detection (Wang et al., 2020) on question-
answering platforms such as Stack Overflow.

Current state-of-the-art NLP methods build
on large pre-trained models, leveraging Trans-
former architecture (Vaswani et al., 2017). The
Transformer-based models such as BERT (Devlin
et al., 2018), GPT (Brown et al., 2020), RoBERTa
(Liu et al., 2019), or T5 (Raffel et al., 2019) are
usually pre-trained on massive unlabeled corpora
and applied to a task with much less training data
afterward. We follow this idea and introduce the
pre-training phase into our solution. To achieve the
best possible results, we design duplicate-detection-
specific pre-training objectives (see Section 3.3).

Since the source code snippets present in the
Stack Overflow questions may be relatively long,
we choose to base our model on the Longformer
architecture (Beltagy et al., 2020); whose modified
attention scheme scales linearly with the sequence
length. The resulting model with ~146M parame-
ters is firstly pre-trained on a large semi-supervised
corpus of Stack Overflow questions and answers.
For detailed information about the dataset and pre-
training, see Section 3.

Afterward, in Section 4, we fine-tune the ob-
tained model on the duplicate detection task and
compare our model with CodeBERT (Feng et al.,
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2020), which represents another NL-PL multi-
modal encoder. We also compare our model to
a randomly initialized Longformer (Beltagy et al.,
2020) and pre-trained RoBERTa (Liu et al., 2019)
to see whether the pre-training of both models
brings a significant improvement of the achieved
results. The previously described experiments are
visualized in Figure 1. At the end of this paper, we
explore how well our model generalizes to other
tasks by applying our model to the CodeSearchNet
dataset (Husain et al., 2019) in Section 5.

Our main contributions are: 1) We release a fine-
tuned Multimodal Question Duplicity Detection
(MQDD) model for duplicate question detection.
The model is mature enough to be deployed to
Stack Overflow, where it can automatically link
duplicate questions and, therefore, improve users’
ability to search for desired answers. Furthermore,
we release the pre-trained version of the encoder,
so other researchers may reuse the most computa-
tionally intensive phase of our model training. 2)
We present and explore the effect of entirely new
pre-training objectives specially designed for du-
plicate detection. 3) We release a Stack Overflow
Dataset (SOD) that can be used for pre-training
models in a software engineering domain. Further-
more, we release a novel Stack Overflow Duplicity
Dataset (SODD) for duplicate question detection,
enabling other researchers to follow up on our work
seamlessly.

2 Related Work

The naturally collected massive amounts of data in
software management systems, issue tracker tools,
and versioning systems makes the software devel-
opment an ideal domain to apply deep models to
increase work effectiveness.

Codex (Chen et al., 2021) represents a large pre-
trained neural network model that can generate
source code for the software engineering domain.
It is designated for source code generation. Its
slightly modified form is also integrated with the
GitHub Copilot' system, a digital pair program-
mer. CodeT5 (Wang et al., 2021) is another model
that also works with source code. It demonstrates
the capability of solving multiple tasks thanks to
converting all problems into a unified sequence-to-
sequence form. Different approach is introduced
in the paper by Sun et al. (2022), which translates
source codes into a natural language to retrieve

"https://copilot.github.com

similar code snippets.

The previous papers build upon the architecture
of the Transformer (Vaswani et al., 2017), which
can be pre-trained on a massive corpus on unla-
beled data, and applied on a downstream task only
with much less demanding fine-tuning. This ap-
proach is used by BERT (Devlin et al., 2018),
which employs the Transformer encoder to pro-
duce contextual representations of input tokens.
These contextual embeddings (Peters et al., 2018;
McCann et al., 2017) can then be utilized for var-
ious tasks, including the classification of entire
sequences (Reimers and Gurevych, 2019) or indi-
vidual tokens (Liu et al., 2021; Sun et al., 2019).
Such success can probably be attributed to a well-
designed attention mechanism (Bahdanau et al.,
2014), which allows the model to capture contex-
tual information from the entire sequence being
processed.

The results obtained using large pre-trained
model can be significantly influenced by the cor-
rect choice of training objective. Adapting the
pre-training phase and finding a proper objective
allows the model to exploit useful features from
large source of data. For example, RoBERTa (Liu
etal., 2019) slightly modifies the Masked Language
Modeling (MLM) objective and abandons the Next
Sentence Prediction (NSP) to improve the achieved
results. Different way of improving results is rep-
resented by the changes in the architecture of the
model. For example, Longformer (Beltagy et al.,
2020) model significantly modifies the attention
mechanism to mitigate the O(N?) complexity of
a vanilla attention enabling processing of longer
sequences.

The whole concept of pre-trained encoders laid
out by BERT (Devlin et al., 2018) is often applied
to multimodal data as well. This enables, for ex-
ample, a unified processing source codes and natu-
ral texts. The produced contextual embeddings of
source code and text (Chen and Monperrus, 2019)
is then directly applicable to downstream tasks such
as code similarity, code search, or code fixing (Le
et al., 2020).

The CuBERT (Kanade et al., 2020a) is an ex-
ample of a multimodal encoder for Python source
codes and texts. The model outperforms BiLSTM
(Schuster and Paliwal, 1997; Kanade et al., 2020b)
and randomly initialized Transformer (Vaswani
et al., 2017) approach in five different tasks, includ-
ing classification of variable misuse, wrong binary
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Figure 1: A visualization of the pipeline of our experiments. The upper part of the figure shows the construction of
our SOD and SODD datasets and their usage for pre-training and fine-tuning our MQDD model. The lower part of
the figure visualizes the pre-training of the CodeBERT done by Feng et al. (2020).

operator usage, swapped operands, and function-
docstring match. Another representative of mul-
timodal source code encoders is the CodeBERT
model (Feng et al., 2020) pre-trained on a multi-
lingual corpus of source codes from six different
programming languages. The CodeBERT builds
upon the RoOBERTa (Liu et al., 2019) and follows
the generator-discriminator approach laid out in
ELECTRA (Clark et al., 2020). The resulting
model shows superior results in code search, natu-
ral language-programming language (NL-PL) prob-
ing, and documentation generation.

Our work differs from the previous multimodal
source code encoders in the following points: 1)
Our model is trained using novel pre-training ob-
jectives targeting specifically the duplicate detec-
tion task. 2) Unlike the CuBERT, explicitly desig-
nated for Python and CodeBERT, pre-trained on
six different programming languages, our model
is capable of processing inputs from an arbitrary
programming language enabling it to be deployed
to real-world question-answering platforms. 3) Our
MQDD model employs a Transformer-based archi-
tecture with an attention scheme scaling linearly
with sequence length allowing it to process long
sequences in a reasonable time.
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3 Model Pre-training

This section describes the pre-training procedure,
including the construction of the new dataset from
the Stack Overflow, the definition of the learning
objectives, and the model itself.

3.1 Stack Overflow Dataset

For the pre-training, we construct our Stack Over-
flow Dataset (SOD), created from the Stack Over-
flow data dump?. The original data source’ contain
around 17,7M question. To construct the dataset,
we take all question-answer pairs, extract the tex-
tual and source code parts and apply different pre-
processing on both (for pre-processing details, see
appendix A). A result of the pre-processing pro-
cedure are tuples (Qy, Q., A¢, Ac) containing pre-
processed texts (t) and codes (c¢) from both the
questions (@) and answers (A).

Afterwards, we construct the training set by tak-
ing 2-combinations of the pre-processed tuples, re-
sulting in 6 different input pair types described in
Section 3.3. The acquired input pairs (x1, x2) are
further processed in batches of 100 examples. For
each pair in the batch, we sample one negative ex-

ZAvailable at: https://archive.org/download/
stackexchange.

*Data dump was downloaded in June 2020. Therefore, all
the stated information is valid to this date.
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Order Tag Percentage
1 javascript 10,95
2 java 9,88
3 c# 8,04
4 php 7,95
5 python 6,32
6 html 6,18
7 css 4,28
8 c++ 4,15
9 sql 3,42
10 c 2,29
- total 63,98

Table 1: The table presents a tag-based analysis of the
percentage of individual programming languages in the
SOD dataset. The table shows the 10 most frequent pro-
gramming languages included in the dataset. Together
they form ~64% of all the examples. The remaining
36% are then made up of less popular programming
languages or specific technologies.

ample by choosing a random text or code x,. from
the batch buffer and use it as a replacement for the
second element in the pair. This results in adding
pair (z1, z,) to the training set.

Subsequently, we tokenize the input pairs.
The resulting dataset contains 218.5M exam-
ples and can be downloaded from our GitHub
repository https://github.com/kiv-air/
StackOverflowDataset. A detailed description
of the dataset’s structure and dataset size is
provided in appendix D and Table 4. Further-
more, Table 1 presents a detailed analysis of the
programming languages included in the corpus.

3.2 Tokenization

Before extracting the input pairs, we employ the
(Q¢, Qc, At, A) tuples to train a joint tokenizer for
both the source codes and English texts. We use
the Word Piece tokenizer (Schuster and Nakajima,
2012), whose vocabulary size is typically set to
a value between 10K-100K subword tokens. In
our work, we set the vocabulary size to 50K sub-
word tokens, which is large enough to encompass
both the textual and code tokens while preserving
a reasonable size of the embedding layer. When
constructing the dataset, we ignore all tokens that
occur less than five times in the dataset.

3.3 Pre-training Objectives

Similarly to BERT (Devlin et al., 2018), we employ
a Masked Language Modeling (MLM) task during

the pre-training phase. The MLM objective aims to
reconstruct original tokens from intentionally mod-
ified input sequences. The modification replaces
randomly selected tokens with a special [MASK]
token or any other token from the dictionary.

Besides the MLM, we introduce two Stack Over-
flow dataset-specific tasks dealing with multimodal
data. The first task is called Question-Answer (QA),
and it aims to classify whether the input pair orig-
inates from a question-answer relationship. The
individual elements of the input pair can be either
a natural language text or a programming language
snippet. Therefore, we work with the following
input pair types:

¢ Question text - Answer code (Qr-Ac)
¢ Question code - Answer code (Qc-Ac)
¢ Question text - Answer text (Qt-At)

¢ Question code - Answer text (Qc-At)

The second Stack Overflow-related task is called
Same Post (SP). Similarly to the QA task, the SP
works with input pairs of natural language and
source code snippets. However, unlike the QA task,
SP classifies whether the elements of the input pair
come from the same post (a post represents either
a question or an answer). The resulting possible
input pair types are the following:

¢ Answer Text - Answer Code (At-Ac)
¢ Question Text - Question Code (Qr-Qc)

We designed these learning objectives specifi-
cally to achieve the best possible result on our tar-
get task - duplicate detection (Section 4). We pre-
sume that employing these tasks requiring a deep
understanding of the multimodal input helps us out-
perform similar models such as CodeBERT (Feng
et al., 2020). Furthermore, our learning objectives
require comparing and matching the semantics of
both the textual input and the source code, which
can be leveraged on downstream tasks such as code
search (Heyman and Cutsem, 2020; Sachdev et al.,
2018; Arwan et al., 2015).

3.4 Model Description

We choose to employ the architecture of the Long-
former model (Beltagy et al., 2020) for its atten-
tion mechanism that scales linearly with the input
sequence length. This addresses the fact that the
processed input sequences (mainly the source code)
may contain several hundreds of tokens. Process-
ing such long sequences with the vanilla attention

827


https://github.com/kiv-air/StackOverflowDataset
https://github.com/kiv-air/StackOverflowDataset

mechanism used in the Transformer (Vaswani et al.,
2017) can be computationally exhausting.

We use the Hugging Face’s Transformers (Wolf
et al., 2020) model with approximately 146M pa-
rameters (for more details on the model, see ap-
pendix B).

On top of the base model, we build two dif-
ferent classification heads. The first head, deal-
ing with the MLM task, takes the input tokens’
contextual embeddings as its input. It means the
MLM head works with the matrix E € RN*H
where H is the hidden size and N is the length
of the input sequence. MLM prediction is ob-
tained by passing the matrix through a linear
layer so that MLMutput = £ X Wi, where
Winim € RTXIVI and |V| represents the size of
the vocabulary. In other words, the model pro-
duces a probability distribution over the vocabulary
for each of the input tokens, including the masked
ones. To optimize the weights, we further calculate
a cross-entropy loss over the network’s prediction.

The second head classifies whether an input pair
represents a question-answer pair and whether
both inputs originate from the same post. To
achieve this, the head takes the contextual embed-
ding of the special [CLS] token ([CLS] € RH)*,
The vector is then transformed using a linear
layer with ReLu (Nair and Hinton, 2010) used as
an activation function - QA_SPintermediate =
relu( [CLS] X Wya_sp, ), Where Wy sp, € REXD
and D represents a dimensionality of the interme-
diate layer. In the end, the Question-Answer/Same
Paragraph (QA/SP) head output is obtained us-
ing another linear layer - QA_SPoutput =
QA_SF)intermediate X an75p29 where an?spz €
RP*2_ Put differently, the QA/SP head is a multi-
label classifier with two output neurons. The first
one represents a probability of the input pair origi-
nating from the same post. The second one repre-
sents the probability of the input pair originating
from the question-answer relationship. To optimize
the weights with respect to our QA/SP objectives,
we compute a binary cross-entropy loss over the
two output neurons.

3.5 Pre-training Procedure

We optimize our model using Adam optimizer
(Kingma and Ba, 2014) with a learning rate of
le—>5 while employing both linear warmup and lin-

“The [CLS] token is an artificial token added at the begging
for sequence classification tasks.
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ear decay to zero. The linear warmup is configured
to reach the target learning rate in 45K batches.
The pre-training is carried out on two Nvidia A100
GPUs and two AMD EPYC 7662 CPU cores with
a batch size of 64 examples.

We perform a single iteration over the whole
dataset (= 220M examples) with such a configu-
ration while trimming the sequences to a sequence
length of 256 tokens. Afterward, we set the se-
quence length to 1024 tokens and train the model
on additional 10M examples, enabling us to train
positional embeddings for longer sequences.

4 Duplicate Question Detection

Following the pre-training phase, this section fo-
cuses on applying the obtained model to the task
of duplicate detection. In the first part, we describe
the construction of a new dataset for duplicate de-
tection. The next part presents how we integrate
the pre-trained model into a two-tower neural net-
work. At the end of this section, we describe the
concluded experiments and present the results.

4.1 Stack Overflow Duplicity Dataset

Similarly to the pre-training phase, we employ the
Stack Overflow data dump to assemble the Stack
Overflow Duplicity Dataset (SODD). The data con-
tain approximately 491K pairs of questions marked
to be duplicated by the page’s users. To replenish
the dataset with negative samples, we employ
randomly chosen questions and similar questions
retrieved using ElasticSearch’. More specifically,
we sample three random questions and retrieve
six similar questions for each duplicate pair. The
similarities are retrieved using the ElasticSearch ei-
ther based on a full-text similarity of the question’s
body or associated tags. However, each question
can be included in the dataset at most once.
The resulting dataset consists of approximately
1.4M examples represented by triplets (x1, x2,y),
where x; and x2 represent the questions and y €
{duplicate, text_similar, tag_similar, different}

represents the label. Although the dataset differ-
entiates between different and similar questions,
all of our experiments treat the similar question
pairs as different (non-duplicate). In other words,
our experiments perform a binary classification
into duplicate, not duplicate classes. For more
information about the dataset size, see Table 5.

Shttps://www.elastic.co
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The question pairs acquired from the Stack Over-
flow are stored in the HTML format. Therefore,
we employ a BeautifulSoup® library to re-
move unwanted HTML markup and extract nor-
mal text and source code snippets. Besides, we
pre-process the source code stripping all inline
comments and newline characters. Similarly to
the source codes, we replace numbers and date/-
time information with placeholder tokens and re-
move newlines and punctuation in the textual part
of the dataset. The resulting dataset can be ob-
tained from our repository https://github.com/
kiv-air/StackOverflowDataset. For a detailed
description of the dataset structure, see appendix
E.

4.2 Model

We employ a variant of a two-tower neural network
to adapt our pre-trained model to the duplicate de-
tection task. Our setup (Figure 2) encodes both
questions separately using the same pre-trained en-
coder, obtaining representations of the questions
(Te1, Tea € R%). The representations are then con-
catenated (z. = [Z¢1; Te2]) and transformed using
a linear layer with ReLu activation (Nair and Hin-
ton, 2010), as stated in equation 1.

xr, = max(0,zeWp + br) (D

xpg = softmax(xp Wy + by) 2

At the top of our duplicate detection model, there
is a classification head consisting of a linear layer
with two neurons, whose activation is further trans-
formed using a softmax function, (Bridle, 1990) as
shown in equation 2.

An alternative approach would be to jointly pass
both questions into the encoder and build a classifi-
cation head at the top. However, our architecture of
the two-tower model allows the representations of
the whole corpus to be pre-computed and indexed
in a fast vector space search library such as Faiss’
(Johnson et al., 2019) (see the future work in Sec-
tion 7). Thanks to that, it is possible to compute
only the representation of the newly posted ques-
tion and run a quick search inside the vector space.
This is much faster than running the model for each

6https://beautiful—soup—4.readthedocs.
io/en/latest/

"https://github.com/facebookresearch/
faiss
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pair of questions composed of a new question and
the others in the corpus.

dense + relu

f

concatenation

_— T~

encoder encoder

<CLS>textl<SEP>codel<SEP> <CLS>text2<SEP>code2<SEP>

Figure 2: The neural network model architecture used
for duplicate question detection. The encoder blocks in
the figure share the same weights and represent either
an MQDD, CodeBERT (Feng et al., 2020), or RoBERTa
(Liu et al., 2019).

4.3 Experimental Setup - Duplicate Detection

Similarly to the pre-training phase, we use the
Adam optimizer (Kingma and Ba, 2014) with a
learning rate set to 6.35e—6 to train the model
on a computation node with two cores of AMD
EPYC 7662 CPU and two Nvidia A100 GPUs. In
each experiment, we train the model for 24 hours
with a batch size of 96 examples and observe the
progress of cross-entropy loss, accuracy, and F1
score. The hyperparameters were set based on 30
hyperparameter-search experiments conducted us-
ing the Weights & Biases (Biewald, 2020) sweeps
service®. For detailed information about the hyper-
parameter setting, refer to appendix C.

To evaluate the effectiveness of our pre-training
objectives, we compare our model with the Code-
BERT (Feng et al., 2020), RoBERTa (Liu et al.,
2019), and randomly initialized Longformer (Belt-
agy et al., 2020). The comparison experiments also
utilize the architecture depicted in Figure 2, where
we only replace the encoder with the model being
compared. The training setup for the comparison
experiment is identical to the setup described above.
It means that we fine-tune the models for 24 hours
on the same hardware.

8https://docs.wandb.ai/guides/sweeps
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4.4 Results

As evaluation metrics, we use an FI score and
accuracy. We summarize the results of our ex-
periments in Table 2, where the achieved results
are stated with 95% confidence intervals computed
over 10 runs. From the results, we can see that our
model significantly outperformed all alternative ap-
proaches. For further discussion on the results, see
Section 6.

Model Accuracy F1 Score

MQDD 74.83 + 0.10 75.10 + 0.10
CodeBERT  70.44 +£0.12 70.70 + 0.13
RoBERTa 70.16 £ 0.19 70.51 +0.22
Longformert 67.31 £0.12 67.71 £ 0.19

Table 2: Summary of duplicate detection experiment
results stated with 95% confidence intervals computed
over 10 runs. The T sign marks randomly initialized
models. For a discussion of the results, see Section 6.

5 Generalization to Other Tasks

To explore how well our model generalizes to other
tasks, we choose the code search task. The in-
formation retrieval seems to be close to our pre-
training tasks. For all the experiments, we use
the CodeSearchNet dataset (Husain et al., 2019)
containing approximately 2.3M examples from six
different programming languages extracted from
GitHub repositories.

5.1 Domain-Specific Pre-Training

Since our model is pre-trained on Stack Overflow
data significantly different from the CodeSearch-
Net extracted from GitHub, we employ a domain-
specific pre-training to adapt our model to the target
domain.

We employ the masked language modeling
(MLM) learning objective for the domain-specific
pre-training. We perform 20 iterations over the
CodeSearchNet dataset following the same experi-
mental setup as described in Section 3.5.

5.2 Experimental Setup — Code Search

To fine-tune our model on the CodeSearchNet
dataset (Husain et al., 2019), we utilize its pre-
processed version from the authors of CodeBERT
(Feng et al., 2020) since it comes with negative
examples, unlike the original dataset distribution.
In our experiments, we train a separate model for
each of the six available programming languages

and compare our results with the results obtained
using the CodeBERT (Feng et al., 2020), RoBERTa
(Liu et al., 2019), and randomly initialized Long-
former (Beltagy et al., 2020).

For all of the experiments, we employ the
AutoModelForSequenceClassification
class from the Hugging Face’s Transformers (Wolf
et al., 2020) library as it comes with an in-build
classification head that operates over the pooled
output of the base model.

Similarly to the duplicate detection experiments,
we perform the fine-tuning on two NVidia A100
GPUs for 24 hours with a batch size of 64 exam-
ples. For optimization, we also employ the Adam
(Kingma and Ba, 2014) optimizer with a learning
rate of 1le—5. Furthermore, we utilize learning
rate warmup during the first 256 batches and apply
linear learning rate decay to zero.

5.3 Results

In the case of the code search task, we use the F1
score metric. The complete summary of the results
with 95% confidence intervals computed over 10
runs can be found in Table 3. The results show
that both the CodeBERT (Feng et al., 2020) and
RoBERTa (Liu et al., 2019) significantly outper-
form our model in the code search task.

6 Discussion

As the results stated in Sections 4.4 and 5.3 sug-
gest, our model excels in detecting duplicates but
lags in source code retrieval. We expected the domi-
nance of our model in the duplication detection task.
However, an interesting observation is that the pre-
training of the CodeBERT, whose author’s (Feng
et al., 2020) initialized it using the ROBERTa’s (Liu
et al., 2019) weights, does not bring any improve-
ment when applied to the duplicate detection. On
the other hand, it is surprising that our MQDD
model does not perform comparably well as the
CodeBERT on the code search as our pre-training
objectives require the model to build a deep under-
standing of the processed source code.

This can be explained by the fact that the datasets
used for pre-training of both models have very dif-
ferent characteristics. The SOD does not contain
source code from a constrained set of six program-
ming languages (see Table 1), as in the case of
the CodeBERT. Therefore, our model may pro-
duce representations of all programming languages
in average quality. In contrast, the CodeBERT
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Model Go Java JavaScript PHP Python Ruby

MQDD 95.33 £0.04 80.11 £0.15 70.09 £0.48 8558+0.16 84.14+0.48 82.77 +£0.31
CodeBERT 96.68 + 0.06 83.75 + 0.06 83.42+0.06 88.50 +0.03 88.25+0.12 87.22 +0.31
RoBERTa 95.94 £0.06 81.58+0.23 80.35+0.25 86.78+0.09 86.02+0.11 84.06+ 0.20
Longformerf 66.62 +0.14 66.51 £0.24 66.71 £0.15 66.68 £0.06 66.71 £0.10 66.74 £ 0.15

Table 3: Results summary of code search experiments in six different programming languages. The F1 score is
stated in percents with 95% confidence intervals computed over 10 runs. The best results in each language are
highlighted in bold. The } sign marks randomly initialized models. For an analysis of the results see Section 6.

may produce high-quality representations in the six
programming languages it was pre-trained on, but
lower than average representations of the other pro-
gramming languages. This would also explain why
CodeBERT does not perform so well on duplicates;
it excels in processing the six programming lan-
guages but fails to generalize to other abundantly
contained languages in the Stack Overflow dataset.

However, the offered explanation does not cover
that RoOBERTa, whose pre-training dataset did not
contain any source code, outperforms our model
in the code search task. We speculate that this can
be caused by the MQDD model being trapped in
its local optimum due to its pre-training designed
especially for the duplicate detection. This can
make it difficult to get out of this local optimum
when fine-tuned on a slightly different dataset and
task. This phenomenon is often referred to as a
negative transfer (Rosenstein et al., 2005; Zhang
et al., 2020) and can be caused, among other things,
by the discrepancy between the pre-training and
fine-tuning domains.

Given that our research aimed to build a model
designed directly for the detection of duplicates on
platforms such as Stack Overflow, it can be stated
that the results we achieve are satisfactory. Our
model far exceeds the results achieved by competi-
tive work on a task that can be perceived as more de-
manding due to the need to process a general source
language and distinguish seemingly insignificant
semantic nuances. For example, questions "How
to implement a producer-consumer in Java" and
"How to implement a producer-consumer in C++"
must be identified as different since the answers
would significantly differ.

7 Future Work

Our work opens up further opportunities to build
on our current research. First of all, it would be
interesting to explore methods that would eliminate
the effect of negative transfer and thus allow the
use of our pre-trained model in other tasks.
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Furthermore, the follow-up work can integrate
our model into a production-ready duplicate detec-
tion system employing a fast vector space search
library such as Faiss.

The proposed system can be further extended by
a duplicate detection model that jointly processes
both questions allowing the attention mechanism to
attend across both inputs. Such a model can poten-
tially achieve better results and be deployed along
with our two-tower-based model. Our two-tower
model would then be used to filter out candidate
duplicate questions. Afterward, the cross-attention
model could verify that the candidate questions are
indeed duplicates more accurately.

8 Conclusion

This work presents a new pre-trained BERT-like
model that detects duplicate posts on programming-
related discussion platforms. Based on the Long-
former architecture, the presented model is pre-
trained on our novel pre-training objectives (QA
and SP) that aim to target the duplicate detection
task. The comparison with the competitive Code-
BERT model shows that our model outperforms
other approaches, suggesting the effectiveness of
our learning objectives. Furthermore, we investi-
gated the generalization capabilities of our model
by applying it to a code retrieval task. In this task,
it turned out that our model does not exceed the
results achieved with either CodeBERT or the more
general ROBERTa model. We attribute these find-
ings to the significant differences between our pre-
training dataset and the evaluation dataset for the
code search task. Therefore, we consider our model
an excellent choice for solving duplicate detection.
However, it seems to be too specialized to solve
other tasks well.

Our models are publicly available for research
purposes in our Hugging Face® and GitHub'” repos-
itories.

*https://huggingface.co/UWB-AIR

Yhttps://github.com/kiv-air/MODD


https://huggingface.co/UWB-AIR
https://github.com/kiv-air/MQDD
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A Dataset Pre-processing

The data retrieved from the Stack Overflow data
dump contain an HTML markup that needs to be
pre-processed before being used to train a neural
network. Furthermore, the natural language and
source code snippets are mixed in a single HTML
document, so we need to separate those two parts.

We use the BeautifulSoup!! library to ex-
tract the textual data from the HTML markup.
To do so, we remove all content enclosed in
<code></code> tags and strip all the remain-
ing HTML tags. Afterward, we remove all newline
characters and multiple subsequent space charac-
ters induced by stripping the HTML tags.

On the other hand, while pre-processing
the code snippets, we first extract all con-
tent from <pre><code></code></pre> us-
ing the Beaut i fulSoup library and throw away
the rest. Afterward, we remove the newlines and
multiple spaces, as in the case of the textual part.

B Longformer Model Configuration

The implementation of the Longformer model
that we employ in the pre-training is the
transformers. LoanormerModel12 from
HuggingFace Transformers library. Below, we pro-
vide a detailed listing of the model’s parameters.

e attention_probs_dropout_prob = 0.1

¢ attention_window = 256

* hidden_act = gelu

* hidden_dropout_prob = 0.1

¢ hidden_size = 768

* initializer_range = 0.02

¢ intermediate_size = 3072

* layer_norm_eps = le-12

* max_position_embeddings = 1026

e num_attention_heads = 12

e num_hidden_layers = 12

* position_embedding_type = absolute

¢ vocab_size = 50256

* intermediate_layer_dim (D) = 1000

Uhttps://www.crummy.com/software/
BeautifulSoup/bs4/doc/

Zhttps://huggingface.co/docs/
transformers/model_doc/longformer#
transformers.LongformerModel

C Duplicate Detection Hyperparameters

For fine-tuning our MQDD model on the duplicate
detection task, we employ the Adam optimizer with
an initial learning rate of 6.35e—6. We train the
model on sequences of 256 subword tokens with a
batch size of 100 examples. Additionally, we use an
L2 normalization with a normalization factor set to
0.043. Another regularization method we employ
is the dropout with the following configuration:

* attention dropout in the Longformer = 0.2
* hidden dropout in the Longformer = 0.5

* dropout at the first linear layer of the classifi-
cation head = 0.26

* dropout at the second linear layer of the clas-
sification head = 0.2

D Stack Overflow Dataset Structure

The Stack Overflow Dataset (SOD) consists of a
metadata file and several data files. Each line of the
metadata file (dataset_meta.csv) contains a
JSON array with the following information:

* question_id - identifier of the question in
format <id>-<page> (in our case the
page = stackoverflow)

e answer_id - identifier of the answer in
format <id>-<page> (in our case the
page = stackoverflow)

* title - title of the question
* tags - tags associated with the question

* is_accepted - boolean flag indicating whether
the answer represents an accepted answer for
the question

The dataset export is organized in such a way
that ¢-th row in the metadata file corresponds to
training examples located on the ¢-th row in the data
files. There are six different data file types, each
comprising training examples of different input
pair types (described in Section 3.3). A complete
list of the data file types follows:

e dataset_AC_AT.csv - code from an an-
swer with text from the same answer

* dataset_QC_AC.csv - code from a ques-
tion with code from a related answer

* dataset_QC_AT.csv - code from a ques-
tion with text from a related answer
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* dataset_QC_QT.csv - code from a ques-
tion with text from the same question

* dataset_QT_AC.csv - text from a ques-
tion with code from a related answer

* dataset_QT_AT.csv - text from a ques-
tion with text from a related answer

Each row in the data file then represents a
single example whose metadata can be obtained
from a corresponding row in the metadata file.
A training example is represented by a JSON ar-
ray containing two strings. For example, in the
dataset_QC_AC.csv, the first element in the
array contains code from a question, whereas the
second element contains code from the related an-
swer. It shall be noted that the dataset export does
not contain negative examples since they would
significantly increase the disk space required for
storing the dataset. The negative examples must
be randomly sampled during pre-processing, as
discussed in Section 3.1.

Since the resulting dataset takes up a lot
of disk space, we split the individual data
files and the metadata file into nine smaller
ones. Therefore, files such as, for exam-
ple, dataset_meta_1.csv and corresponding
dataset_QC_AT 1.csv can then be found in
the repository.

Statistic QC QT AC AT Total
avg. # of characters 846 519 396 369 -
avg. # of tokens 298 130 140 92 -
avg. # of words 83 89 44 60 -

# of characters 16.1B 13.5B 6.6B 9.6B 45.8B
# of tokens 57B 34B 23B 24B 13.8B
# of words 1.6B 23B 0.7B 16B 6.2B

Table 4: Detailed statistics of the released Stack Over-
flow Dataset (SOD). The table shows the average num-
ber of characters, tokens, and words in different source
codes present in questions (QC) or answers (AC) and
texts present in questions (QT) or answers (AT). Besides
the average statistics, the table provides a total count of
tokens, words, or characters. To calculate the statistics
related to token counts, we utilized the tokenizer pre-
sented in Section 3.2, whereas we employed a simple
space tokenization for the word statistics.

E Stack Overflow Duplicity Dataset

Structure

The published SODD dataset is split into train/de-
v/test splits and is stored in parquet'? files com-

Bhttps://parquet .apache.org/
documentation/latest/

w

pressed using gzip. The data can be loaded using
the pandas'* library using the following code snip-
pet:

'pip3 install pandas pyarrow
import pandas as pd
d=pd.read_parquet (' <file>.parquet.gzip’)

The dataframe loaded using the snippet above
contains the following columns:

e first_post - HTML formatted data of the first
question (contains both text and code snip-

pets)
» second_post - HTML formatted data of the

second question (contains both text and code
snippets)

* first_author - username of the first question’s
author

¢ second_author - username of the second
question’s author

* label - label determining the relationship of
the two questions

0. duplicates

1. similar based on full-text search
2. similar based on tags

3. different

4. accepted answer

* page - Stack Exchange page from which
the questions originate (always set to
stackoverflow)

As one can see, our dataset contains accepted
answers as well. Although we are not using them
in our work, we included them in the dataset to
open up other possibilities of using our dataset.

For detailed information about the size of our
SODD dataset, see table 5.

Type H Train Dev Test Total
Different 550K 64K 32K 646K
Similar 526K 62K 30K 618K
Duplicates || 191K 22K 11K 224K
Total 1.2M 148K 73K 1.4M

Table 5: Stack Overflow Duplicity Dataset (SODD) size
summary.

14https ://pandas.pydata.org
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