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Abstract

We evaluate the effectiveness of using data aug-
mentation to improve the generalizability of
a Named Entity Recognition model for the
task of medication identification in clinical
notes. We compare disparate data augmen-
tation methods, namely mention-replacement
and a generative model, for creating synthetic
training examples. Through experiments on the
n2c2 2022 Track 1 Contextualized Medication
Event Extraction data set, we show that data
augmentation with supplemental examples cre-
ated with GPT-3 can boost the performance of
a transformer-based model for small training
sets.

1 Introduction

Natural Language Processing (NLP) is an active
area of research in healthcare, especially due to the
proliferation of Electronic Health Records (EHR).
EHRSs contain extensive information about individ-
ual patients, such as diagnoses with their corre-
sponding International Classification of Disease
(ICD) codes, treatment records and test results.
While some medication information can be ex-
tracted from the structured data in the EHRs, a
substantial amount of the medication information
resides in text-based narrative clinical notes (Sohn
et al., 2014). The information contained in clinical
notes can be useful for pharmacovigilance, com-
parative effectiveness studies, and adverse event
detection (Uzuner et al., 2010). The objective of
the n2¢2 2022 Track 1 Contextualized Medication
Event Extraction was to capture multi-dimensional
context of medication changes documented in clin-
ical notes. The track was comprised of three sub-
tasks:

e Task 1: [NER] Medication Extraction

e Task 2: [Event] Event Classification
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¢ Task 3: [Context] Context Classification

A prerequisite for understanding medication
changes in clinical documents is to successfully
identify all mentions of medication in the docu-
ments. However, in the clinical domain, a common
challenge for training machine learning models is
a lack of annotated training data. Annotating clini-
cal notes can be an expensive and lengthy process
that requires medical domain experts. In this paper,
we set out to evaluate disparate data augmentation
techniques to create supplemental training exam-
ples with the hope of reducing a dependence on
manual annotations while also boosting the perfor-
mance of a medication identification model.

First, we detail our model architecture com-
prised of a transformer-based language model and
a Conditional Random Fields (CRF) (Lafferty et al.,
2001) component for identifying mentions of med-
ication in clinical documents that obtained com-
petitive results on the n2¢c2 2022 [NER] Medica-
tion Extraction subtask. Next, we detail our data
augmentation methodology for creating synthetic
training examples. Finally, we evaluate the effec-
tiveness of using data augmentation for the task of
medication extraction in clinical documents. More-
over, we evaluate the effectiveness of using data
augmentation for low-resource medication extrac-
tion, i.e. a scenario in which the size of a training
set is small.

2 Background

Early systems for medication identification re-
lied chiefly on rule-based techniques. Evans
et al. (1996) combine Natural Language Processing
(NLP) pre-processing techniques and regular ex-
pressions to extract drug-dosage information from
clinical narratives. The authors achieve an approx-
imate 80% rate of exact and partial matches on
target phrases.
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Later, machine learning demonstrated effec-
tiveness for the task of medication identification.
Patrick and Li (2010) used a CRF model to identify
medications for the 2009 i2b2 medication extrac-
tion task. The model used six feature sets, many of
them requiring external knowledge (e.g. gazetteers)
and hand-crafted features (e.g. morphological pat-
terns).

Currently, neural network architectures, namely
transformers, demonstrate state-of-the-art results
for medication identification. Alsentzer et al.
(2019) fine-tune their domain-specific Bio+Clinical
BERT model on the i2b2 2010 concept extraction
task (Uzuner et al., 2011), achieving an F1 score
of 0.872 for exact matching, outperforming non-
domain-specific variants such as BERT (Devlin
et al., 2019).

Hakala and Pyysalo (2019) combine BERT with
a final CRF layer for PharmaCoNER (Gonzalez-
Agirre et al., 2019), the first shared task on detect-
ing drug and chemical entities in Spanish medical
documents.

Hiba et al. (2023) present an evaluation of fine-
tuning pre-trained language models for the task of
biomedical entity recognition, namely drug names
and symptoms. The authors compare five language
models on two biomedical data sets, CADEC and
ADE-corpus. Their evaluation results demonstrate
that BioBERT (Lee et al., 2020), a language model
pretrained on in-domain (biomedical) corpora, out-
performed all other models on both data sets and
obtrained Fl1-scores of 0.903 and 0.6873 in the
ADE and CADEC corpora, respectively.

For the 2022 n2c2 Medication Extraction
subtask, we sought to leverage both an in-
domain transformer-based language model, namely
Bio+Clinical BERT and a CRF.

3 Material and methods

3.1 Corpus Description

Track 1 of n2¢2 2022 used the Contextualized Med-
ication Event data set (CMED) (Mahajan et al.,
2022). The corpus is comprised of 500 clinical
notes from the i2b2 2014 Heart Disease Risk Factor
Challenge data set (Stubbs et al., 2015). The Track
1 data set consists of 9,012 annotated medication
mentions over the 500 clinical notes. Moreover,
the data set is divided into train (400 notes) and
test (100 notes) partitions. In order to train our
NER model, we convert the train and test partitions
from brat standoff format (Stenetorp et al., 2012) to

Inside—outside—beginning (I0OB) format (Ramshaw
and Marcus, 1995). Table 1 shows a training ex-
ample from the training partition together with the
entities annotated as in IOB format.

Token Label
METOPROLOL B-Medication
TARTRATE O
25 (0]
MG 0]
BID O

Table 1: Example from the training corpus and its
corresponding IOB annotation.

3.2 Model

For our NER model, we used an architecture based
on a transformer language model and a CRF. Con-
cretely, we fine-tuned the Bio+Clinical BERT lan-
guage model. Bio+Clinical BERT was selected
due the similarity between its pretraining texts (all
note types in MIMIC III v1.4) and the n2c2 corpus.
We posited that a language model pretrained on in-
domain texts (clinical notes) would be better suited
for the task of medication identification than other
language models such as BERT. The Bio+Clinical
BERT model is followed by a token-level classi-
fier. The tag scores are then fed to a Linear-Chain
CRF to maximize the likelihood of selecting the
best output label sequence. Table 2 describes the
configuration and training of our final model whose
parameters were obtained through a grid search.

Encoder model Bio+Clinical BERT
Dropout 0.25
Maximum sequence length 512

Batch size 8

Epochs 4
Learning rate 0.00001

Table 2: Configuration for our medication identification
model.

3.3 Data augmentation

Hoping to produce a model that would general-
ize well on the challenge’s test set, we developed
two data augmentation strategies to create synthetic
training instances using the following techniques:
mention-replacement and a generative model. For
the latter, we use few-shot learning with Genera-
tive Pre-trained Transformer-3, also referred to as
GPT-3 (Brown et al., 2020).
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3.3.1 Mention-replacement

Inspired by Dai and Adel (2020), we use a mention-
replacement method in which we substitute medi-
cation mentions from the original training corpus
with medication mentions gleaned from external
sources to create novel synthetic instances. To col-
lect additional medication mentions, we had two
strategies (depicted in Figure 1):

1. We apply our baseline NER model (trained on
the challenge’s training set) to a subset of dis-
charge summaries from MIMIC-III (Johnson
et al., 2016) to collect medications not present
in the original corpus.

2. We collect medication mentions (already an-
notated) in Spanish from the Chilean Waiting
List Corpus (CWLC) (Béez et al., 2020).

The first strategy allows us to create synthetic in-
stances without needing manual annotations from
domain experts. We applied our baseline NER
model to 596 discharge summaries from MIMIC-
IIT and we obtain 9,149 new medication mentions
that do not appear in the original corpus. An exam-
ple of a synthetic training instance created using
this augmentation strategy is shown in Table 3. In
an effort to produce a fully automated data aug-
mentation strategy, human intervention was not
involved (e.g. entity cleaning and validation) at the
cost of permitting errors to be introduced into the
training data set.

Original

Renaphro B-Medication
1 O

TAB o

PO O

QD O
Augmented

pipatz B-Medication
1 O

TAB O

PO o

QD O

Table 3: Example of data augmentation. The top in-
stance is from the original n2c2 2022 training corpus.
The bottom synthetic instance was created by substitut-
ing the original medication mention with a new medica-
tion identified by our baseline model from MIMIC-III
discharge notes.
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The second strategy, despite using a corpus al-
ready annotated by domain experts (three medical
students and one medical doctor), allowed us to
evaluate the effectiveness of using code-switched
(Spanish and English) training instances. The
CWLC is comprised of referrals for several spe-
cialty consultations from the waiting list in Chilean
public hospitals. We collect 92 medication men-
tions from 891 sentences.

3.3.2 Few-shot learning with GPT-3
text-davinci-003

GPT-3 has gained attention due to its ability to
generate coherent and human-like texts for a given
prompt. We sought to evaluate the effectiveness
of this 175-billion parameter model (namely text-
davinci-003) for generating supplemental training
instances. To do so, we provide a few examples of
the task at inference time to condition the model
as depicted in Table 4. Concretely, the prompt
is composed of 3 medications followed by 3 ex-
ample sentences, and then a final medication to
generate a sentence for. The final medication is
randomly selected from the 9,149 medication men-
tions extracted from MIMIC-III clinical notes by
our baseline NER model. Using this strategy, we
generate 200 sentences and then convert them to
IOB format to be used in the model’s training.

3.4 Experimental low-resource medication
identification

Annotating clinical notes is a lengthy and expen-
sive process that requires medical domain experts.
In an experimental setup, we evaluate the effective-
ness of data augmentation for low-resource med-
ication identification, i.e. a scenario in which lit-
tle annotated data is available for training a med-
ication identification model. We simulate a low-
resource setting by splitting the n2c2 2022 train-
ing set into two partitions. Partition 1 (denoted
as Small data set or SM), is comprised of 10% of
the sentences from the training set. Partition 2 (de-
noted as Medium data set or MD) is comprised of
25% of the sentences from the training set. Each
partition is then combined with the aforementioned
synthetic instances from MIMIC-III, CWLC, and
GPT-3.

4 Results

F1-scores, calculated at micro and macro averaged
levels, were used in the evaluation using the n2c2
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Figure 1: Medication identification system and data augmentation (mention-replacement) architecture diagram.

Prompt:

Lipitor — Patient is being treated with Lipitor
long acting nitrate — We will continue her on long acting nitrate
Advil — She has been taking Advil 200 mg 2 and up to 6 per day

ziac —

GPT-3 response:

We have prescribed Ziac for her blood pressure control

Table 4: Example of data augmentation. The top is the prompt composed of three medications, three example
sentences, and a final medication to generate a text for. The bottom synthetic instance was generated by GPT-3.

2022 Track]1 test data set. The medication extrac-
tion subtask employed two kinds of evaluation:
strict and lenient matching. For strict matching,
the offsets of a span were required to match exactly.
For lenient matching, it was sufficient for spans to
overlap.

Results for our submission to the n2c2 2022
challenge are presented in Table 5 denoted as Ap-
proach I. Our top-performing model on the test
data set, 90% in terms of F1 lenient matching, was
our baseline (no augmentation). The use of data
augmentation with GPT-3 did not form part of our
submission to n2c2.

Later, we achieved significant improvements by
tuning hyper-parameters and by modifying our
postprocessing of the data (e.g. conversion from
IOB to Brat standoff format). Improved results
post-n2c2 are also included in Table 5 denoted as
Approach II.

Once again, our top-performing model, in terms
of F1 lenient matching, was our baseline model
(without augmentation), with a result of 96% for
lenient matching. The model trained with synthetic
examples from the CWLC remained the least ef-
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fective model and it achieved only a modest 1%
increase in F1 lenient matching score (90.11%) on
the test set with the optimized hyper-parameters.

Moreover, we observed a significant difference
between our F1 strict and lenient scores. For all
models, we achieved higher F1 lenient scores than
strict matching scores. The smallest margin be-
tween scores on the test set was for our baseline,
with a difference of 4.12%. The differences be-
tween the F1 lenient and strict scores were 4.78%
and 4.85% for MIMIC-III and CWLC variants re-
spectively.

We also found that the use of data augmentation
with GPT-3 did not boost performance on the test
set. On the other hand, using examples created by
GPT-3 boosted performance in a low-resource set-
ting, demonstrated in Table 6. On the SM partition
(10% of the sentences from the n2c2 training set),
data augmentation with GPT-3 results in F1-scores
of 75.83% and 86.34% for strict and lenient match-
ing respectively. The exclusion of augmentation
resulted in F1-scores of 73.96% and 83.90%. The
performance boost from data augmentation was
less notable on the MD partition (25% of the sen-



tences from the n2c2 training set). Augmentation
with GPT-3 resulted in F1-scores of 76.14% and
86.94% while the model trained without augmen-
tation obtained F1-scores of 75.11% and 85.13%.
The use of mention-replacement augmentation did
not boost performance in the low-resource setting
(with the exception of CWLC on the MD partition
for F1-strict).

F1-Strict F1-Lenient

Approach I

No augmentation 87.23 90.34
MIMIC 86.78 89.55
CWLC 86.96 89.11
Approach II:

No augmentation 92.22 96.34
MIMIC 90.16 94.94
CWLC 85.37 90.11
GPT-3 84.81 92.37

Table 5: Top: Scores for submissions to the n2¢2 2022
Track 1 NER substask measured in terms of F1 strict
and lenient matching (test set). The models are: Base-
line (no augmentation), MIMIC (data augmentation
from MIMIC), and CWLC (data augmentation from
the Chilean Waiting List Corpus), and GPT-3 (data aug-
mentation from GPT-3 and MIMIC-III medications).
Bottom: Scores for our models improved post-n2c2
2022.

F1-Strict F1-Lenient

SM:

No augmentation 73.96 83.90
MIMIC 69.18 77.44
CWLC 72.36 81.35
GPT-3 75.83 86.34
MD:

No augmentation 75.11 85.13
MIMIC 70.97 80.73
CWLC 75.54 85.02
GPT-3 76.14 86.94

Table 6: Top: Scores measured in terms of F1 strict
and lenient matching on the n2c2 test set for the low-
resource partition SM. The models are: No augmenta-
tion, MIMIC (data augmentation from MIMIC), and
CWLC (data augmentation from the Chilean Waiting
List Corpus), and GPT-3 (data augmentation from GPT-
3 and MIMIC-III medications). Bottom: Scores mea-
sured in terms of F1 strict and lenient matching on the
n2c?2 test set for the low-resource partition MD.

5 Discussion

Fine-tuning the Bio+Clinical BERT language
model in conjunction with a CRF, without data aug-
mentation, produces an effective medication iden-
tification model, corroborated by our competitive
F1 lenient matching score (96%) using Approach
IT on the n2c2 Track 1 NER substask test set. How-
ever, our top-performing model still exhibits some
weaknesses, such as its handling of abbreviations.
For example, for the target medication Niacin SR
in the test data set, our model identifies Niacin
while excluding SR (sustained release). Given the
input sentence “phoslo 1 tab po tidac” from the
test data set, our model identifies tidac as a medica-
tion mention. Notwithstanding that a Tidac Tablet
is a medication used to treat and prevent stomach
ulcers, in this context, tidac translates to t.i.d.a.c,
i.e. “three times a day before meals”. In addition
to abbreviations, we also observed occurrences in
which our model struggled to handle multi-word
medication mentions. For instance, given the target
medication Multivitamin With Betacarotene, our
model instead identified two unique medications
Multivitamin and Betacarotene.

We also found that the use of data augmentation,
when using the full training set, did not improve the
performance our model. We achieved F1 lenient
matching scores of 94%, 90%, and 92% for our
MIMIC, CWLC, and GPT-3 model variants respec-
tively. There are several variables that may have
stymied the effectiveness of our data augmentation
strategy.

For example, Dai and Adel (2020) demonstrate
that a mention-replacement data augmentation
method is most effective on the i2b2 2010 concept
extraction task when training on a small training
corpus comprised of 50 instances. Provided that
the CMED data set is comprised of 9,012 annotated
medication mentions across 500 clinical notes (400
for training), the baseline training corpus is perhaps
ample for training effective medication identifica-
tion models.

Moreover, our augmentation method may have
introduced a significant amount of noise that was
ultimately harmful. Applying our baseline model
to unannotated discharge summaries resulted in
the collection of incorrect and problematic medi-
cation mentions. For example, our baseline model
recognized kaopectate / benadryl / lidocaine as a
single medication instead of three unique medica-
tions. Our baseline model also identified abstract
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concepts in the discharge summaries, such as nar-
cotic pain medications, as medication mentions.
Terms such as safetyglide, cranberry, suction, and
banana were incorrectly identified as medications.
The quality (e.g. the presence of special charac-
ters or medications concatenated with dosage in-
formation) of many identified medications in the
discharge summaries were also problematic, e.g.
caltrate 600 ] - and simvistatin80mg.

The effectiveness of our models trained with data
augmentation may have also been affected by the
randomness of the mention-replacement method.
Concretely, the augmentation method makes con-
textually inappropriate replacements of medication
mentions, highlighted in Table 7.

The use of code-switched resources also failed
to improve the generalization ability of our base-
line model. Notwithstanding that only 92 medi-
cation mentions were collected from the CWLC,
and hence fewer synthetic examples created than
from MIMIC-III, our model trained on the code-
switched training corpus resulted in significantly
worse results than our baseline model.

On the other hand, we find that data augmenta-
tion using instances generated by GPT-3 can im-
prove Fl-scores in a low-resource setting. Con-
cretely, there are two characteristics of GPT-3 that
may have contributed to its effectiveness: first, its
ability to generate novel human-like sentences, and
second, its ability to generate contextually cor-
rect sentences (unlike our mention-replacement
method). For example, for the input medication
phenylephrine, GPT-3 generated the sentence “We
can add phenylephrine to help to reduce the con-
gestion”. Phenylephrine is a medication used to
relieve nasal discomfort caused by colds, allergies,
and hay fever, and therefore GPT-3 is able to cre-
ate a novel training example with the medication
mention used in the proper context.

6 Conclusions

We have described an architecture based on a
transformer-based language model (Bio+Clinical
BERT) and a CREF for the task of medication iden-
tification in clinical notes. Additionally, we have
presented a data augmentation strategy for creating
synthetic training instances.

Models trained with our proposed data aug-
mentation strategy yielded mixed results on the
n2c2 2022 medication identification sub-task. Our
model using synthetic examples from MIMIC-III
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achieved an F1 lenient score of 94% (which places
it above the mean score shared by the task orga-
nizers), albeit lower than the score obtained by our
baseline model. Our model trained with synthetic
examples containing medication mentions in Span-
ish from the CWLC failed to produce competitive
results. This model obtained an F1 lenient score
of 90% on the test data set, placing it below the
mean score shared by the task organizers. On the
other hand, our baseline model (without augmenta-
tion) achieved competitive results in terms of our
F1 lenient matching score (96%) on the n2c2 2022
Track 1 test set. Provided that our chief motivation
was to produce an automated data augmentation
system (reducing a dependency on costly domain
experts), our mention-replacement technique did
not contain constraints to ensure the semantic cor-
rectness of the substitutes. As a result, errors and
biases were likely reinforced during the training of
the models with mention-replacement augmenta-
tion. Future work should also explore techniques
to add restrictions that ensure the semantic correct-
ness of synthetic instances. For example, using
publicly available lists of medication names could
help to ensure the correctness of the synthetic in-
stances. The use of such lists could also permit an
introduction of new medication names in the data
for continuous training of models. Even though
hyper-parameters were tuned, there are also some
architectural changes that may be adjusted in fu-
ture work. For example, freezing the weights of
Bio+Clinical BERT, and hence only training the
token classifier and CRF, may be evaluated. More-
over, removing the CRF should also be assessed.

In a low-resource setting, we demonstrate that
data augmentation can boost the performance of
a medication recognition model. Concretely, we
demonstrate that zero-shot learning with GPT-3 is
an effective technique for creating novel and con-
textually correct training examples in the clinical
domain for medication identification. This tech-
nique could be particularly beneficial in situations
where the use of annotators with clinical domain
expertise is not feasible. Additionally, a strength
of GPT-3 is its ability to generate coherent text
in multiple languages, such as Spanish, German,
Japanese, and Russian. The generation of synthetic
training instances with GPT-3 for medication iden-
tification in multiple languages should evaluated
in future work. On the other hand, one known
weakness of generative models such GPT-3 is their



Original: Habitrol patch and has not smoked since
B-Medication: O O O O O O

Augmented: dipirona patch and has not smoked since
B-Medication: O O O O o o

Table 7: Example of data augmentation with a contextually inappropriate medication mention-replacement. The top
instance is from the original n2c2 2022 training corpus. The bottom synthetic instance was created by substituting
the original medication mention with a new medication (in Spanish) from the CWLC. Dipirona is painkiller that is
commonly given by mouth or by intravenous infusion, but not by patch. Moreover, unlike Habitrol, dipirona is not

related to nicotine or smoking.

tendency to hallucinate, i.e. produce factually in-
correct text. The ability generate correct medica-
tion names from large language models, such as
GPT-3, should also be evaluated. The ability of a
language model to produce a list of medications
related to a given medical problem could reduce
dependencies on annotated corpora and external
data sources. GPT-3 has other disadvantages, e.g. a
pay-per-use system and the collection of user data.
Therefore, an evaluation of open-source large lan-
guage models for the creation of synthetic training
instances should be conducted in future work.
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