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Abstract

We explore the use of source factors in context-
aware neural machine translation, specifically
concatenation-based models, to improve the
translation quality of inter-sentential phenom-
ena. Context sentences are typically concate-
nated to the sentence to be translated, with
string-based markers to separate the latter from
the former. Although previous studies have
measured the impact of prefixes to identify and
mark context information, the use of learnable
factors has only been marginally explored. In
this study, we evaluate the impact of single
and multiple source context factors in English-
German and Basque-Spanish contextual trans-
lation. We show that this type of factors can
significantly enhance translation accuracy for
phenomena such as gender and register coher-
ence in Basque-Spanish, while also improving
BLEU results in some scenarios. These results
demonstrate the potential of factor-based con-
text identification as a research path in context-
aware machine translation.

1 Introduction

Machine translation typically operates at the sen-
tence level, leaving aside larger context informa-
tion. This mode of operation remains dominant
within the Neural Machine Translation (NMT)
framework (Sutskever et al., 2014; Bahdanau et al.,
2015; Vaswani et al., 2017), although it limits ac-
curate translation for linguistic phenomena that
depend on context information, such as cohesion,
discourse coherence or intersentential anaphora res-
olution (Bawden et al., 2018; Laubli et al., 2018;
Voita et al., 2019b; Lopes et al., 2020; Post and
Junczys-Dowmunt, 2023).

Addressing discourse-related phenomena in
translation requires extending the scope of the trans-
lation models to address the relevant information
present in the context sentences, in addition to that
of the sentence to be translated. Several approaches
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have been proposed within NMT to extend the mod-
elling window beyond isolated sentences, extend-
ing the input by including context sentences (Tiede-
mann and Scherrer, 2017) or modifying the NMT
architecture to model context information (Jean
et al., 2017; Zhang et al., 2018; Voita et al., 2019b;
Li et al., 2020).

Despite the marked improvements achievable
with the aforementioned approaches, the identifica-
tion of the relevant contextual information to im-
prove the translation of a given sentence is still an
open research topic. Within concatenation-based
approaches (Tiedemann and Scherrer, 2017), a sim-
ple yet strong document-level NMT baseline, con-
text sentences are typically prepended to the sen-
tence to be translated, and separated from it by
a simple marker. Further identification of what
belongs to the context or to the sentence to be trans-
lated is typically discarded, following in part initial
results by Tiedemann and Scherrer (2017) where
the use of prefixes to identify context tokens led
to degraded results at best. An alternative method
that may provide better context identification is the
utilization of factors as context markers. Factors
are learnable embeddings associated to input to-
kens that provide supplementary information about
the token. Different approaches, such as addition
or concatenation, can be employed to combine to-
ken embeddings with factor embeddings. Within
the context identification process, this supplemen-
tary information may serve to indicate whether the
token belongs to the context or not. To our knowl-
edge, the use of these markers for context aware
NMT has only been partially explored, and the
results obtained so far have been inconclusive (Rik-
ters et al., 2020; Lupo et al., 2023).

In this work, we present extended results on the
use of factors for context-aware NMT, centred on
using source factors and measuring their impact
on both standard and contrastive datasets. We re-
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port results on English-German pronoun translation
using the ContraPro test set (Miiller et al., 2018),
and on Basque-Spanish gender selection and reg-
ister coherence with the TANDO test sets (Gete
et al., 2022). We show that source factors can
significantly enhance translation accuracy for phe-
nomena such as gender and register coherence in
Basque-Spanish, while also improving BLEU re-
sults in some cases. These results demonstrate the
potential of factor-based context identification as
a research path to improve context-aware machine
translation.

2 Related Work

The inclusion of contextual information to improve
machine translation is a long-standing topic of in-
terest in the field (Mitkov, 1999; Tiedemann and
Scherrer, 2017). Within the NMT paradigm in
particular, an increasing number of studies have
centred on context-aware NMT approaches and the
improvements that these models may provide over
non-contextual baselines (Li et al., 2020; Ma et al.,
2020; Lopes et al., 2020; Fernandes et al., 2021;
Majumde et al., 2022; Sun et al., 2022).

One of the first methods proposed for the task
is the concatenation of context sentences to the
sentence to be translated (Tiedemann and Scherrer,
2017), a simple approach which provides a robust
baseline that often matches or outperforms more so-
phisticated methods (Lopes et al., 2020; Sun et al.,
2022; Post and Junczys-Dowmunt, 2023). Variants
of this approach include discounting the loss gener-
ated by the context (Lupo et al., 2022), extending
model capacity (Majumder et al., 2022; Post and
Junczys-Dowmunt, 2023) or encoding the specific
position of the context sentences (Lupo et al., 2023).
The latter in particular includes the use of learned
embeddings for each sentence position, for which
they report mixed results with improvements in
English-Russian and a negative impact in English-
German, using three context sentences. We include
a variant of this approach in the form of separate
factors for each context sentence, without discount-
ing context loss and applying it to a larger context
on English-German and Basque-Spanish datasets.

Alternative approaches to input extension no-
tably include refining context-agnostic translations
(Voita et al., 2019a) and modelling context infor-
mation with specific NMT architectures (Jean et al.,
2017; Li et al., 2020).

Since context-aware models are particularly

suited to improve the translation of phenomena
that directly depend on context information, sev-
eral challenge test sets have been created specifi-
cally to evaluate the ability of models to adequately
translate these phenomena in context (Guillou and
Hardmeier, 2016; Bawden et al., 2018; Guillou
et al., 2018; Miiller et al., 2018; Lopes et al., 2020;
Gete et al., 2022).

The use of factors was introduced in Statistical
Machine Translation as a means to incorporate ad-
ditional linguistic information (Koehn and Hoang,
2007). For NMT, the concurrent work of Sennrich
and Haddow (2016) and Hoang et al. (2016) ex-
plored how sentence-level NMT models could ben-
efit from incorporating additional linguistic infor-
mation via factors in the source language. They
thus added morphological features, part-of-speech
tags, and syntactic dependency labels as input fea-
tures, obtaining promising results in terms of per-
plexity reduction and higher BLEU (Papineni et al.,
2002) scores.

Source factors have only been partially explored
for context-aware NMT. In addition to the previ-
ously cited work of Lupo et al. (2023) on learn-
able context sentence position embeddings, Rik-
ters et al. (2020) also employ factors to identify
tokens as pertaining to the context or to the sen-
tence to be translated. In their experimental results
on Japanese—English translation, using one context
sentence, the use of factors provided only mini-
mal absolute improvements in terms of BLEU over
simple input concatenation. Our work differs from
theirs in several respects: we used larger contexts
of 5 sentences, evaluated them on two language
pairs, used contrastive evaluations on context phe-
nomena in addition to BLEU scores, and measured
the impact of both unique and multiple context
factors.

3 Experimental Setup

3.1 Data

We describe in turn below the parallel and con-
trastive data used to train and test our NMT models
in Basque-Spanish and English-German.

Parallel Data For Basque—Spanish, we selected
the TANDO corpus (Gete et al., 2022), which con-
tains parallel data from subtitles, news and literary
documents, and includes validation and test sets.
For English-German, we followed the approach
of Miiller et al. (2018) and the data was obtained
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from the WMT 2017 news translation task, using
newstest2017 and newstest2018 as test sets, and
the union of newstest2014, newstest2015 and new-
stest2016 for validation. Table 1 summarises paral-
lel corpora statistics.

EU-ES EN-DE
TRAIN 1,753,726 5,852,458
DEV 3,051 2,999
TEST 6,078 6,002

Table 1: Parallel corpora statistics (number of sentences)

Contrastive Test Data For Basque—Spanish, we
used the contrastive test set included in TANDO, a
set created from collected books, TED talks, and
proceedings of the Basque Parliament. It is de-
signed to assess a model’s ability to select the cor-
rect translation in terms of the choice of gender
(feminine or masculine) or register (formal or infor-
mal) of certain words and it is composed of 600 in-
stances, divided into two subsets: GDR-SRC+TGT,
where the disambiguating information to predict
the gender is present in both the source and tar-
get languages and COH-TGT, which evaluates the
contextual coherence of the translation despite the
absence of necessary information in the source lan-
guage to make a correct selection of gender or reg-
ister. All instances require contextual knowledge
to select the correct translation.

For English-German, we used ContraPro
(Miiller et al., 2018) a contrastive test created
from OpenSubtitles20181 (Lison et al., 2018) ex-
cerpts aiming to test the ability of a model to iden-
tify the correct German translation of the English
anaphoric pronoun it as es, sie or er. It contains
12,000 instances, 4,000 per category, and requires
knowledge of the context in 80% of the cases to
select the correct translation.

All selected datasets were normalised, tokenised
and truecased using Moses scripts (Koehn et al.,
2007) and segmented with BPE (Sennrich et al.,
2016), using 32,000 operations.

3.2 Models
We trained sentence-level baselines and
concatenation-based  context-aware  models,

which extend the input by concatenating the previ-
ous sentences to the current one to be translated
(Tiedemann and Scherrer, 2017). This approach

'https://www.opensubtitles.org/
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was selected for its simplicity and robustness, as it
typically obtains competitive results without any
modification of the NMT architecture (Tiedemann
and Scherrer, 2017; Lopes et al., 2020; Majumde
et al., 2022). We opted to use 5 context sentences,
since for the two selected contrastive tests, the
disambiguation information is always found within
this context window.

Gete et al. (2022) noted that, although they
provide marked improvements in terms of con-
trastive evaluations, models trained on concate-
nated context can worsen translation quality in
terms of BLEU, especially with longer contexts.
This might be due to increasing difficulties in iden-
tifying which parts of the information provided to
the model are actually relevant to properly translate
the current sentence. For larger contexts in par-
ticular, factors may help discriminate the different
parts of the input provided to the model, at least in
terms of separating context tokens from those of
the sentence to be translated.”

To explore this hypothesis, we trained three vari-
ants of concatenation-based models, along with a
sentence-level baseline, based on the Transformer-
base architecture (Vaswani et al., 2017):

* SENTENCE-LEVEL: a standard Transformer-
base model without input context.

* CONTEXT-AWARE: a standard Transformer-
base model with concatenated input context,
separated from the input sentence with a
BREAK marker.

¢ CONTEXT-AWARE+FACTOR: a concatenation-
based model that includes source factors with
two different values to differentiate the sen-
tence to be translated (S) from the context sen-
tences (C). The factors are added at the token
level and we eliminate the BREAK marker, as
the factors serve to delimit which tokens are
part of the context.

* CONTEXT-AWARE+MULTIFACTOR: This ap-
proach is similar to the previous one, but uses
different values for the factor of each sentence
in the context (C1, ..., C5). This approach is

Note that this differs from the use of prefixes attached to
context subwords, as in Tiedemann and Scherrer (2017). In
preliminary experiments, we also experimented with inline an-
notations to indicate if an input token pertained to the context.
This method was discarded as it resulted in losses in terms of
both BLEU scores and accuracy on the contrastive test sets.



CONTEXT-AWARE

Text: I think we work on the m_ ou_ sta_ che first . give him a little s_ no_ op . this side ’s too long .
give him a little s_ no_ op this side . now this side is too short . [BREAK] it ’s too short .

CONTEXT-AWARE+FACTOR

Text: I think we work on the m_ ou_ sta_ che first . give him a little s_ no_ op . this side ’s too long .
give him a little s_ no_ op this side . now this side is too short . it ’s too short .
Factors: CCCCCCCCCCCcCcCcCcCccCcceccecceccecceccececceccecceccececceccececceccecccce

CCCCCSSSSS

CONTEXT-AWARE+MULTIFACTOR

Text: I think we work on the m_ ou_ sta_ che first . give him a little s_no_ op . this side ’s too long .
give him a little s_ no_ op this side . now this side is too short . it ’s too short .

Factors: C5C5C5C5C5C5C5C5C5C4C4Cc4c4c4c40c3C303030C303¢Cc2C2¢C2C2
c2acz2cz2c2cez2Cc2CiICcicCciciCiCciCiSSSSS

Table 2: Examples of input for context-aware models. C denotes context, Ci context provided by the i-th preceding

sentence, and S the sentence to be translated.

EU-ES EN-DE

parallel  contrastive wmt2017  wmt2018 ContraPro
SENTENCE-LEVEL 31.1 35.6 28.0 41.1 22.4
CONTEXT-AWARE 32.0 38.3 28.4 42.0 24.4
CONTEXT-AWARE+FACTOR 32.0 39.3 28.4 42.1 25.2
CONTEXT-AWARE+MULTIFACTOR 31.8 39.1 28.8 42.4 25.2

Table 3: BLEU results for Basque—Spanish and English—German. Best performing systems, without statistically
significant differences between them (p < 0.05), are shown in bold.

similar to the learned sentence position em-
beddings of Lupo et al. (2023), although we
removed the context separation token and did
not use context loss discarding.>.

Factor and token embeddings can be combined
using addition or concatenation. We opted for ad-
dition since this approach maintains the dimension
of the original embeddings, whereas concatenation
leads to larger embeddings overall. We left an ex-
ploration of the concatenation approach for future
work.

An example of input data for each of the context-
aware methods is shown in Table 2. Factors were
only used on the source language side in this
study. The target side includes a context separation
BREAK marker between context sentences and the
translated source sentence. All 5 source context
sentences are translated along with the non-context
source sentence, and all translated context target
sentences that occur before the target break marker
are discarded.

Factor embeddings were added for each source

30ur experimental setup also differs, notably in terms of
training corpora.

token and summed to the token embeddings, as is
typically done with positional encodings in Trans-
former models. Thus, each token vector contains
information about the token itself, its position in
the input, and its belonging or not to the context.*

The embeddings for source, target and output
layers were tied and optimisation was performed
with Adam (Kingma and Ba, 2015), with a =
0.0003, 81 = 0.9, B = 0.98 and ¢ = 10~°. The
learning rate was set to increase linearly for the first
16,000 training steps and then decrease proportion-
ally to the inverse square root of the corresponding
step. Validation data were evaluated every 5,000
training steps, and the process ended if there was
no improvement in the perplexity of 10 consecutive
checkpoints. All models were trained with the Mar-
1anNMT toolkit (Junczys-Dowmunt et al., 2018)
and context-aware models were initialised with the
weights of the baseline sentence-level models.

4An alternative approach would have involved concatenat-
ing the factor embeddings instead of summing them. We left
variants of this type for future experiments.
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TOTAL GDR-SRC+TGT COH-TGT GDR COH-TGT REG

SENTENCE-LEVEL 54%
CONTEXT-AWARE 71%
CONTEXT-AWARE+FACTOR 74%
CONTEXT-AWARE+MULTIFACTOR  78%

55% 48% 58%
78 % 61% 69%
78 % 63% 74%
77% 71% 86 %

Table 4: Accuracy results on the contrastive test sets for Basque—Spanish. Best results are shown in bold.

TOTAL es er sie
SENTENCE-LEVEL 49% 8% 23% 35%
CONTEXT-AWARE 74% 93% 63% 67%
CONTEXT-AWARE+FACTOR 77 % 2% 69% T1%
CONTEXT-AWARE+MULTIFACTOR  77% 93% 68% 69%

Table 5: Accuracy results on the contrastive test sets for English—-German. Best results are shown in bold.

4 Results and Analysis

4.1 BLEU Results

We first assessed the sentence- and context-level
models in terms of BLEU (Papineni et al., 2002) us-
ing the SacreBLEU toolkit (Post, 2018) on cased
detokenised output. To determine whether differ-
ences in scores between models actually reflect
differences in overall quality, we determined the
statistical significance of our findings using paired
bootstrap resampling (Koehn, 2004).

The results are presented in Table 3. In both lan-
guage pairs, context-aware models obtained higher
scores than the sentence-level baselines, which is
not always the case with context-aware models on
the BLEU metric (Gete et al., 2022). Turning to
factor-based models, in Basque-Spanish the use of
factors resulted in higher absolute values but none
of these apparent improvements were statistically
significant. In English-German similar results were
obtained on the wmt2018 test set. However, both
factored models obtained significantly better results
than the context-aware baseline on the ContraPro
test set. Additionally, the multi-factor variant also
improved over the alternatives on the wmt2017 test
set.

Overall, the improvements that had statistical
significance ranged from .4 to .8 BLEU points. Al-
though relatively minor, these gains indicate that
the use of source factors has the potential to en-
hance translation outcomes in certain scenarios,
and did not worsen them in any of the cases in our
experiments.

Ssignature: nrefs: 1|case:mixed|eff:no|tok:13a|smooth:exp|
version:2.0.0

4.2 Contrastive Results

Accuracy results for the contrastive test sets de-
scribed above are shown in Tables 4 and 5,
for Basque—Spanish and English-German, respec-
tively.

Regarding coherence, the use of factors clearly
enhanced the performance of Basque-Spanish trans-
lation models for both gender and register tests.
Notably, models that incorporate multiple context
factors exhibited marked improvements, with gains
of 10 and 17 percentage points on gender and regis-
ter, respectively. For the GDR-SRC+TGT test, how-
ever, the outcomes remained practically unchanged
with respect to those of the non-factored model.

In the case of English-German models, the use
of factors led to lesser differences, with an overall
increased accuracy of only 3 percentage points for
both single and multiple factors. Looking at the
different pronominal categories, the improvements
were mostly based on increased accuracy for the
translation of pronouns er and sie, with improve-
ments of 6 and 4 percentage points, respectively,
when using single factors in the first case and mul-
tiple factors in the second case. This is not totally
unexpected considering the already high accuracy
for the translation of es by all models, including
the sentence-level baseline.

For both language pairs, it is worth noting that
the most substantial improvements are observed
in cases with initially lower results, while those
with high initial scores (GDR-SRC+TGT for Basque-
Spanish and the subset corresponding to es in
English-German) remain similar overall.
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EN-DE EU-ES

TOTAL GDR-SRC+TGT COH-TGT GDR COH-TGT REG
CONTEXT-AWARE+FACTOR 15% 17% 15% 29%
CONTEXT-AWARE+MULTIFACTOR  14% 17% 26% 33%

Table 6: Difference in predictions compared to the model without factors, for English-German and Basque-Spanish

factored models.

EN-DE EU-ES

TOTAL GDR-SRC+TGT COH-TGT GDR COH-TGT REG
CONTEXT-AWARE 1.14 1.67 1.97 1.65
CONTEXT-AWARE+FACTOR 1.18 1.66 1.87 1.49
CONTEXT-AWARE+MULTIFACTOR 1.13 1.71 2.14 1.71

Table 7: Average distance in number of sentences (from the current sentence to the disambiguating information) of

the test cases that cannot be solved by the models.

4.3 Impact of Factors Beyond Metrics

To complement the results in terms of BLEU and
accuracy on contrastive test sets, we examined two
different aspects regarding the use of factors.

First, we aimed to evaluate the extent to which
the use of factors impacted translation results, even
when the final score remained almost identical. To
gain further understanding on this question, we
computed the percentage of predictions that dif-
fered in each contrastive test between factored mod-
els and baseline context-aware models. The results
in Table 6 indicate that, for Basque-Spanish, even
for models where results were identical, as between
the context-aware baseline and the single factor
model (78% in this case), or almost identical as
with the multi-factor model (77%), the predictions
between models differed by 17%. A similar figure
was obtained for English-German, where the differ-
ence amounted to 15% for the single factor model,
and 14% when using multiple factors. The latter
model featured the largest differences on the two
coherence test sets in Basque-Spanish, which is in
line with the larger metrics improvements obtained
for the gender and register coherence contextual
categories. Determining the specific conditions
where the use of factors resulted in accuracy loss,
thus negatively balancing the cases where factors
resulted in gains, would require a more specific
analysis which we leave for future work.

Additionally, we measured the average distance
to the context sentence in all cases where the mod-
els made an incorrect contrastive prediction, with
the results shown in Table 7. In English-German,
the differences were minor overall, in line with the

relatively close results in terms of metrics described
in the previous sections. In Basque-Spanish, the
model with the largest improvements, using multi-
factors, was associated with increased distances, i.e.
an extended context window over which the model
could provide more accurate results. In this case
as well, a more precise analysis of the contrastive
predictions would be needed to further establish
the strengths and weaknesses in the use of context
factors.

5 Conclusions

In this work, we explored the use of factors in
context-aware neural machine translation to im-
prove the translation quality of inter-sentential phe-
nomena. Specifically, we evaluated the impact of
source factors in concatenation-based models, us-
ing both single factors for all context sentences, and
multi-factors, where separate factors are assigned
for each context sentence.

We conducted our experiments on parallel and
contrastive test sets in English-German and Basque-
Spanish, using larger contexts than in previous re-
lated studies, and targeting different phenomena
such as pronoun translation, gender selection, and
coherence in both register and gender.

Overall, both of the evaluated factor-based ap-
proaches improved over the concatenation-based
baseline. In terms of BLEU, these approaches ei-
ther matched or improved over the baseline, al-
though the gains were relatively minor and only
statistically significant on two test sets in English-
German. On the contrastive sets, the largest gains
were obtained in Basque-Spanish on the coherence-
related tests, achieving gains of 10 and 17 percent-
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age points in accuracy. On the gender selection test,
no improvements were observed in this language
pair, however. In English-German, the factor ap-
proach improved over the baseline overall, but with
comparatively smaller gains.

The multi-factor approach provided the most
consistent benefits across metrics, with additional
results showing its increased accuracy in context-
based predictions at a larger distance than the base-
line and the single factor approach. This approach
might thus be worth exploring further in different
contexts or in combination with other approaches.

Our study mainly aimed to measure the poten-
tial of context factors in NMT, on a diverse set
of test sets with relatively large contexts. In fu-
ture work, we will further investigate factor-based
context-aware NMT variants, notably by measur-
ing the impact of target-side factors, evaluating the
use of factors in combination with other context
identification markers, and extending the analyses
to more language pairs and contextual phenomena.
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