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Abstract

For many languages, Wikipedia is the most
accessible source of biographical information.
Studying how Wikipedia describes the lives of
people can provide insights into societal biases,
as well as cultural differences more generally.
We present a method for extracting datasets
of Wikipedia biographies. The accompanying
codebase is adapted to English, Swedish, Rus-
sian, Chinese, and Farsi, and is extendable to
other languages.

We present an exploratory analysis of biograph-
ical topics and gendered patterns in four lan-
guages using topic modelling and embedding
clustering. We find similarities across lan-
guages in the types of categories present, with
the distribution of biographies concentrated in
the language’s core regions. Masculine terms
are over-represented and spread out over a wide
variety of topics. Feminine terms are less fre-
quent and linked to more constrained topics.
Non-binary terms are nearly non-represented.

1 Introduction

Wikipedia’s decentralised organisation and inde-
pendent communities in different languages have
led it to be considered a ‘global repository of knowl-
edge’ (Callahan and Herring, 2011). Easily and
openly accessible, in many language environments
it has displaced more traditional and specialised re-
sources as a ‘default’ encyclopedic source, shaping
the language landscape. This effect is noticeable in
NLP research and development, where Wikipedia
is a staple training data source for language mod-
els that imitate Wikipedia when generating texts or
making writing suggestions.

When it comes to biographical information,
Wikipedia has become a primary source of refer-
ence, especially outside of education systems. Be-
cause of the near-monopoly that Wikipedia has on
public knowledge in these environments, it can de-
fine which persons are perceived as notable, which
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aspects of their lives deserve a mention, and how
the persons are presented. The community guide-
lines of Wikipedia are built around the concept
of ‘neutrality’, but the content is still inevitably
shaped by societal biases, such as gender gaps
(Hube, 2017). Besides the content of the biographi-
cal articles, Wikipedia also shapes the expectations
the reader has in terms of format, language, style
and inclusion. A ‘biography’ can come to invoke
a Wikipedia-like structure, becoming a commonly
accepted way of summarising a person’s life.

Most automatically extracted datasets consists
of Wikipedia backup dumps or rely heavily on the
connection to Wikidata. Using Wikidata, however,
makes it harder to modify or update the dataset,
or replicate it for another domain. Manually col-
lected datasets, on the other hand, are limited in
size. They are almost inevitably biased towards
longer, popular or better-categorised articles be-
cause poor categorisation prevents other articles to
be discovered in the first place. These problems
become even more apparent when creating a mul-
tilingual dataset. While different editions share a
general article structure and templates, they are far
from identical. As we discuss further in the pa-
per, straightforward parsing approaches can fail if
adapted directly because of the subtle markdown
changes. For our biographical dataset, this often
results in the omission of less well-documented
(often marginalised) people.

This paper contributes an adaptable method for
curating a multilingual corpus of Wikipedia biogra-
phies. We analyse general statistics and structures
of the biographies for corpora in several languages
and compare them with existing literature. Fi-
nally, we release the code! and instructions on how
to create a biography dataset from an up-to-date
Wikipedia dump adaptable to any language.

"https://github.com/antoneklund/
wikipedia-biographies
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2 Background
2.1 Biography

We define a biography as the running text of an
article about an individual person and their life or
story (rather than a single event, or a more tailored
summary of a one’s professional life, i.e. a ‘short
bio’). We define persons as animate individuals,
and include in this definition both real people and
fictional or mythological figures. This does not
actively attempt to include animals, but if the bi-
ography of an animal meets all other criteria we
do not reject them, as their page is likely to also
contain their life or story.

2.2 Related Work

Wikipedia is commonly leveraged as a resource in
Natural Language Processing, both for its texts and
the associated metadata such as edit history (Botha
et al., 2018; Faruqui et al., 2018), infoboxes (Wu
and Weld, 2010), and hyperlinks (Gemechu et al.,
2016). Its multilingual nature makes it appealing
for both cross-lingual (Perez-Beltrachini and Lap-
ata, 2021) and translation-based tasks (Coster and
Kauchak, 2011; Drexler et al., 2014).

Wikipedia biographies have been leveraged for
summarisation (Gao et al., 2021) and information
extraction (Hogue et al., 2014). Palmero Apro-
sio and Tonelli (2015) train a supervised classifier
to recognise sections of Wikipedia entries as bi-
ographies. Most recently Stranisci et al. (2023)
presented a task for biographical events detection
accompanied with an annotated dataset, as well
as intersectional analysis of writers’ biographies
in English Wikipedia. To extend this to other lan-
guages, a new classifier would presumably need to
be trained for every target Wikipedia.

Due to its near-monopoly on up-to-date bio-
graphical information, Wikipedia is a prime re-
source for biographical bias studies while also
allowing for comparative studies between lan-
guages (Callahan and Herring, 2011; Wagner et al.,
2015; Field et al., 2022). In particular, the
Wikipedia gender gap in biographical coverage and
representation is well-studied. Women are less
likely to write or be written about in Wikipedia
articles, and the events focused on biographies
of women are more often constrained to the pri-
vate sphere (Klein and Konieczny, 2015; Fan and
Gardent, 2022; Schmabhl et al., 2020; Sun and
Peng, 2021; Ferran-Ferrer et al., 2022; Wagner
et al., 2015). However, there also exists a ‘glass-
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ceiling effect’, where women in Wikipedia are
more present among longer and more detailed bi-
ographies and more notable, suggesting a higher
barrier to entry. There is also evidence of women of
non-western background being particularly under-
represented in English Wikipedia (Stranisci et al.,
2023). Although there is little research covering
trans and nonbinary representation in Wikipedia
biographies, similar barriers may exist, and there
is more of a focus on the subject’s gender identity
(Field et al., 2022), which is generally unmarked in
biographies about cis people.

3 The Corpus

The code for creating the Wikipedia biographies
corpora released with this paper is created with the
purpose of exploring cultural and narrative trends,
including social bias analysis. The Wikipedia arti-
cles that are collected should meet the criteria of
being a biography (section 2.1). In this section, we
describe the process of identifying biographies and
extracting clean text; and present a data card with
basic corpora statistics.

3.1 Collecting Articles/Biographies

Biographies are identified and extracted using reg-
ular expressions (see Appendix A) directly applied
to the markdown (source text) of Wikipedia pages
which are obtained from a Wikipedia dump. Us-
ing only the Wikipedia dump allows reproducing
the dataset without incorporating other data. Not
relying on Wikidata connections makes it signifi-
cantly easier to create analogous datasets for other
languages with limited curation.

In practice, we identify articles about persons
in two ways. Our main approach checks the cat-
egories associated with that article. We look for
broad category tags such as ‘living people’ in En-
glish as well as those tags listing birth and death
years, such as ‘fodda 1975’ (born in 1975). Since
the markdown differs between languages despite
superficially standard categorisation, manual inves-
tigation is necessary to decide which tags to use
when adapting to a new language.

For languages where not all categories are ex-
plicitly listed in the markdown, there is a risk of
severe under-capture, and other methods of iden-
tification must be used. For instance, in Chinese,
the birth year and either the death year or ‘living
person’ categories are in most cases not specified
manually like other, non-standard, categories. In-



stead, a special birth and death date markdown
element is inserted at the beginning of the arti-
cle which adds the appropriate categories to the
page. So, for the Chinese Wikipedia, we check for,
e.g. ‘bdl12395F16 H 17 H113074F17 47 H I[Edward
I’ (bdlJune 6th, 12391July 7th, 1307|Edward I;
pointing to birth and death dates) instead of
13074 (died in 1307).

There are also languages that, assign the living
people, born and died categories fully automati-
cally from Wikidata, without any specific mentions
in markdown. This cannot be tracked in text. This
applies to Russian: the category for all people —
‘Ilepconasmu o andasuty’ (Personae alphabet-
ically) — as well as the birth and death categories
— ‘pomusimecst B [YEAR| roxy’ (born in year
[YEAR]) and ‘ymepue B [YEAR] rony’ (died in
vear [YEAR]) — are applied from Wikidata based
on the page template.

To capture articles in Russian, we scan for non-
category elements in the markdown. We look for
specific lines in the infobox, e.g ‘/lara poxmenus’
(Date of Birth), which should be present only for
persons. We expect this approach to miss more ar-
ticles than using categories because shorter articles
may not have an infobox, but these are likely to be
rejected anyway because of the minimum length
requirement.

3.2 Processing Texts

Following our definition of biography as a running
text, we strip all the additional markdown elements,
as well as the references. These include infoboxes,
illustrations and other media, footnotes, and hyper-
links to other Wikipedia pages. We also strip the
sections that consist solely or primarily of external
references, such as ‘External links’ and ‘See also’.
While processing, we also extract some supplemen-
tary information, such as the associated categories
and any alternate names.

3.3 Data Statement

Curation Rationale - The goal of the dataset was
to extract biographies as per our definition in sec-
tion 2.1. A regular expression per language was
used to match data from a Wikipedia dump. The
regular expressions were developed by the authors
in their first languages who tried to find a small set
of categories that would extract most biographies.
In general, we use the categories living people,
born, and died.

Languages - The languages currently available
are English (en), Swedish (sv), Russian (ru), Chi-
nese (zh), and Farsi (fa)>. Mentions of Chinese
in this paper means the zAwiki which consists of
both Mandarin and Cantonese. The size of the files
and the number of words are in Table 1. More lan-
guages can easily be added following the guidelines
in the code’.

Author and Annotator Demographics - The
authors of the texts on Wikipedia are not explic-
itly mentioned due to the open-source nature of
Wikipedia. The latest available survey states that
contributors are 86.73% male, 12.64% female, and
0.63% other (Glott et al., 2010).

No explicit annotations are included with this
work, although we can consider the categories
that are collected along with each biography as
annotations. These categories are applied by the
Wikipedia authors and, hence, annotators can be
assumed to be of a similar demographic to authors.

Speech situation - The corpora are written texts
intended to give neutral information* about peo-
ple, which are aimed at a general audience. The
texts are continuously and asynchronously edited
by many contributors and therefore assumed to
have a modern speech mode. As the speech mode
and content of the articles may change along with
societal shifts, it is recommended to download a
suitably recent dump when working with this data.

Columns - The following columns are produced
by the default biography extractor: title, names,
categories, body. Title is the name of the biogra-
phy, usually the name of a person. Names are the
different names that link to the specific biography
and may include formal titles, stage names, prior
names, etc. Categories are the extracted categories
that have been given to the biographies by the con-
tributors. The body is the running text which has
been stripped of image texts, links, tables and other
markdown artefacts.

3.4 Corpora Statistics

The basic statistical analysis of the corpora col-
lected for this paper can be seen in Table 1. The
word and character counts, together with the more
in-depth distributions shown in Figure 1, give a

’Demo cases are not available for Farsi, as we did not have
an L1 speaker available for the analysis.

*https://github.com/antoneklund/
wikipedia-biographies

*Wikipedia enforces a ‘neutral point of view’ for all en-
cyclopedic content, although in practice editor bias remains
Hube (2017).
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. . . avg. Char. | avg. Words | avg. Categories
Language | Biographies | Size pe;g Article pegr Article f)er Artigcle
English 1,219,516 | 5.9GB 4,175.20 665.56 10.26
Swedish 107, 868 332.9MB | 2,565.70 379.70 8.44
Russian 331,655 2.5GB 3,950.43 555.02 5.41
Chinese 92, 540 484.6MB | 2,094.17 1,251.51 7.75

Table 1: Comparative overview of some basic statistics about our corpora. The averages are calculated from a

sample of 50, 000 articles in each language.
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Figure 1: (a): Comparisons of averaged characters per article and averaged words per article between different
language biographies.(b): Density distributions of the number of characters and words of the sampled data texts.

rough overview of how the biographies manifest in
different languages.

We are interested in the biographies mainly for
their potential, among other use cases, in studying
the narrative structure and social biases. Therefore,
in the statistical analysis, only articles where the
running text is sufficiently long were used. What
is considered a sufficient length, is adjusted as ap-
propriate for different languages. In this paper, for
English, Swedish, and Russian, a minimum of 1000
characters of running text was used. For Chinese,
a minimum of 500 characters were used because,
in most cases, written Chinese uses fewer charac-
ters to represent the same amount of information
as the other languages. Also, based on our statisti-
cal analysis, it is evident that Chinese biographies
have an average number of characters lower than
the other languages, and hence, the limit is adjusted
accordingly. For other applications, scopes and lan-
guages, we suggest adjusting the character limit as
appropriate.

4 Demo Cases

Two demo cases were designed to demonstrate
some general usage of the corpora and to acquire
more latent information about their contents. The
corpora are well-situated to study societal struc-
tures and how information is relayed, and make
comparisons across languages. The first demo case

(section 4.1) is a study on topical differences be-
tween languages with a focus on gendered themes.
The second demo case (section 4.2) is a cluster
analysis of the corpora to visualise how the biogra-
phies are broadly divided into clusters depending
on their running text.

4.1 LDA Topic Modelling

One main strength of the corpora is their multilin-
guality. A natural first study is to compare the con-
tent of the corpora for all the languages, looking
for regional differences. We focus on how gen-
dered terms are used in the biographies using a
pared-down and fully unsupervised variant of the
methodology described by Devinney et al. (2020).

We use gensim® Latent Dirichlet Allocation
(LDA, Blei et al. (2003)) to model topics in the data.
We use a sample of 50, 000 articles per language
and pre-process the articles with lemmatisation (ex-
cept for Chinese) and removal of stop-words. The
stop-word list for each language was modified to
allow gendered words like he, she, and they in the
text, as we want to study the occurrences of these
words in the generated topics. The Chinese stop-
word list was extended to include both simplified
and traditional forms. Lemmatising was done with
nltk WordNet® (English), efselab’ (Swedish), and

Shttps://radimrehurek.com/gensim/
*https://www.nltk.org/
"https://github.com/robertostling/
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pymystem3® (Russian). We use the jieba® package
to pre-process the Chinese corpus.

We generate 50 topics and used the top 30
highest-weighted terms for each topic to label them
with their apparent themes (e.g. Chinese history,
Education/academia). Topics were labelled by an
L1 user, with an L2 user checking for agreement
where possible. From these, we created 20 general
themes to allow for better comparison across lan-
guages. The breakdown of general themes for each
language can be seen in Table 2.

From this analysis, we can see that Sports and
Entertainment make up a significant number of
topics in all samples. The topics with History,
War/military, Politics/government and Places ac-
count for most of the rest. The Chinese sample
notably has more topics around Entertainment and
Sports and only one about Places. The Places
theme is more common in other languages and the
English corpus has by far the most. We suspect that
this theme is intermixed with History.

When we subdivide History into History (local)
and History (foreign), we can see that there is a
greater number of history topics local to a language,
indicating there is likely more detail or nuance la-
tent in the data. Furthermore, the foreign history
topics remain focused on history that is ‘close to
home’, with English, Swedish, and Russian remain-
ing quite heavily focused on European history and
places. Chinese, while still including European
history, has more East Asian topics.

The number of No clear theme topics is similar
between the models. These include the captured
structural elements such as tables and language arte-
facts foreign to a particular Wikipedia (e.g. English
terms in the Russian sample). This may indicate
that other cleaning choices (e.g. more thoroughly
removing the tables) may be preferable depending
on the task.

4.1.1 Gendered Analysis

We take a closer look at some of the gendered pat-
terns made evident by topic modelling. We identify
topics where gendered pronouns or other lexically-
gendered terms are highly weighted and relate the
general themes of the topics to these gendered as-
sociations.

For the English sample, masculine pronouns (e.g.
he, his) appear frequently in topics related to poli-

efselab
$https://pypi.org/project/pymystem3/
’https://github.com/fxsjy/jieba
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Themes
Entertainment
Sports

Music

Art

Literature
Journalism

Business
Science/Technology
Education/Academia
History (local)
History (foreign)
Places

Religion
War/Military
Politics/Government
Crime

Family

General Biography
(No clear theme)
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Table 2: Summary of themes found for unsupervised
LDA with 50 topics, run on samples of 50k biographies.

tics, war, and inheritance, although they also appear
in a number of other topics across a wide range of
subjects. Feminine pronouns (e.g. she, her), in con-
trast, are highly weighted in only one topic: family
and relationships. We find similar patterns in Rus-
sian and Swedish, where masculine terms appear
in a wide range of topics and feminine terms are
confined to only one or two, with a focus on the
domestic sphere of family and/or romantic relation-
ships.

For the Chinese sample, masculine terms (e.g.
ftB- he, 55+ - male) appear frequently in topics re-
lated to sports, history, and politics, while feminine
terms (e.g. Ith- she, ZZF- female) are more com-
mon in topics of TV series and music, a notable
departure from our other three samples. Although
women are mentioned in sports-related topics, they
are almost absent in the top 30 most frequently
mentioned keywords of political topics.

From counting pronoun frequency in our sam-
ples (Figure 2,) we know that masculine pronouns
vastly outweigh feminine pronouns'®; and nonbi-
nary pronouns (e.g. ze, hir) are extremely rare
(where they can be clearly disambiguated from
neutral or plural pronouns). The distribution of
the number of gender-associated topics (masculine
more frequent than feminine; nonbinary excluded)
can somewhat be expected based on these term
distributions. However, both are evidence of the
hierarchical relationship, where men are ‘more’ —
talked about, present in the data, valued — than

1%In the case of Russian, this may be in part due to language-
specific behaviour of grammatical gender.
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Figure 2: Pronoun frequency in each sampled corpus by
gender, calculated after preprocessing.

women. We also see evidence that these hierar-
chies surface differently in our different samples,
according to the different cultural hegemonies. The
European languages relegate women to the private
sphere, whereas men take up the public sphere
and are treated as the unmarked norm (meaning
they can ‘be’ almost anything). The Chinese sam-
ple puts men in ‘serious’ or important topics, and
women in those related to entertainment and other
less serious pursuits. Our findings correlate well
with other research on gender bias in Wikipedia,
e.g. (Sun and Peng, 2021; Schmabhl et al., 2020).

4.2 Cluster Analysis

To look for writing-style patterns in the biography
texts we use the BERTopic pipeline (Grootendorst,
2022) to create clusters of biographies. A random
sample of 50, 000 biographies was used for each
language. The text is vectorised with the multi-
lingual model XLM-RoBERTa!! (Conneau et al.,
2020). Then, the vectors are projected to two di-
mensions using UMAP (Mclnnes et al., 2018) and
then clustered with HDBSCAN (Campello et al.,
2013). This results in 2D plots for each language
where the clusters in theory represent biographies
that are similar to each other. The plots can be seen
in Figures 3(a)-3(d). The keywords are extracted
using c-TF-IDF that was introduced in Grooten-
dorst (2022) with an extended stop word list for
cluster visualisation.

The structure of the vector space reveals clear
clusters that have been formed for all languages.
English, Swedish, Russian, and Chinese have six,
six, five, and nine clusters respectively, with the

"https://huggingface.co/docs/
transformers/model_doc/xlm—roberta

model set to find coarse-grained clusters. The
largest clusters could be generally labelled as be-
ing about people from the core regions of the lan-
guage. E.g. an English cluster about Americans
and a Swedish cluster about Swedes. The smaller
clusters have more informative keywords about a
specific group of biographies. This could be a topic
about hockey players which are found in English,
Swedish, and Russian, or other sports and TV se-
ries that were found in Chinese. Smaller clusters
reveal more distinct themes such as the Communist
Party of China or Theatre. This indicates that a
deeper analysis with finer-granular clusters would
probably reveal more interesting structures.

In general, many clusters are about sports for
all languages. This indicates that there are many
athlete biographies, which may follow a structure
of writing that is distinctly different from those
of other persons. These writing patterns are re-
vealed by the clustering system which shows mul-
tiple sports clusters while the other biographies are
in a larger shared cluster. This indicates that there
is a writing pattern in how people related to sports
differ from many other categories of biographies.
These other categories, such as themes of History
or Entertainment seem to share a common writing
style for biographies.

5 Limitations

The aim of this work was to collect as many
Wikipedia articles as possible that fit the criteria for
being a biography. While the corpora presented in
this study are largely biographies, there are articles
that evade the filter, e.g. the Wikipedia category
‘mountaineering deaths’ includes both biographies
and articles about accidents. Although these arti-
cles are easy to manually identify, we do not re-
move them as they must be considered individually
and we found them to be extremely uncommon.
False negatives are harder to identify. We gener-
ally assume that all biographies have at least one
of the patterns: ‘born’, ‘death’, or ‘living’. In cases
where a person does not have these, it may be the
case that they have a sufficiently mythological sta-
tus (for example, the Buddha is not captured in our
English corpus). More likely, however, it could
be due to human error when editing the page. We
recommend making manual checks with samples
of biographies expected to be in the data. This is
especially important when considering biographies
of people belonging to marginalised groups, who
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English wiki

® (13455) ['art', 'member’, national, 'vork', 'award’, 'later’, 'music’]
(24687) ['state’, 'national', 'died’, 'war', 'served’, 'american’, 'member']
(5789) ['football', 'games', ‘cup', ‘world', ‘won', 'club’, 'played'|
(3447) ['time', 'cup', 'club’, 'championship', 'world', 'won', 'plaved']

® (675) ['series', 'team’, 'days', 'usa’, 'season’, 'age', "'won'|

® (1351) ['championships', ‘won’, league’, 'team’, 'tv', 'series', 'world']
e Outliers
(a)
Russian wiki

® (14550) ['cran’, Togax’, 'e€, ‘padoTan’, 'obracTy’, 'voitHLr']
(4618) ['maTue’, 'cocrase’, 'Kybra', 'duar’, 'semnuonara’, 'mpoTus'|
(25260) ['poauncs’, 'paborar’, 'obmacty’, 'cran', '‘Boiies, et
(4635) ['MaTue', 'poccni’, 'vemnuonara', 'cocrase, 'paar’, 'eran’]

® (730) ['ammson, 'mxr', 'ceep', 'mobeaa’, 'sammTHHE, Toa]

o Outliers

(©)

Swedish wiki

® (19868) ['studerade’, 'uppsala’, 'gift', 'forsamling’, 'universitet', 'ledamot’]
(21438) ['universitet, 'manga’, 'dock', 'tid', 'tv', 'sverige, 'son']
(1152) ['ncaa’, ‘assists', 'hockey’, 'mal', 'matcher’, 'poing', ‘ahl']
(3151) ['laget', 'nhl', "podng', 'klubben', 'mal', 'vm', 'matcher’]

® (2984) [klubben', 'svensk', 'meter’, 'vm', 'mal', 'nhl', 'matcher]

® (683) [stockholm’, 'malma’, "tv', ‘teatern’, 'linkoping’, 'norrképing’]

® Outliers

(b)

Chinese wiki

® (11455) A, 'Fass, w1, e, U, ER
(11783) [#Rsl', ISR, '£i&, "&&E, "SLEHE", EH, W'
(2266) RS, 'EF, EE, ' BFE, 'ZF R 'SK HEEE
(5613) ['fFrrp', 'BIEE, Bl =
(1568) [&47', BEES', 'Z5, 'HiFEly, |, 1eaaiE, B
(4689) ['fed. 'E3, EEE, g, FH. ZES, BE
e (828) [&=, "ThERA HRERES AR, T, TER]
e (2051) ['F&R, E=AE A= B EERE, KR
.
®

(4105) [, #ABE, REFE, "BE SEy, i A REMEME]
Outliers

(@)

Figure 3: 2D plots of the English (a), Swedish (b), Russian (c), and Chinese (d) biographies. The larger groups

formed have the keywords shown in the legend.

may be less likely to be seen as ‘significant’ and
thus not be properly curated.

We attempted to strip the text from all links, ta-
bles and other clutter to only have the running text
of the biography easily accessible in the dataset.
We can not guarantee that the texts do not contain
any errors from the cleaning, and some NLP appli-
cations may require different information (such as
extracting links) which we do not provide.

While analysing underlying gendered patterns
can be done through topic modelling, this tech-
nique is not well-suited to languages where gram-
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matical and social gender overlap. It also fails in
data-sparse contexts, such as for gender-diverse
populations. Our demo is provided as a proof-of-
concept of the utility of the corpora for social bias
analysis, and as a warning that they should not
be used uncritically: more detailed analysis and
mitigation, tailored to specific use cases, will be
necessary for all social biases.

Finally, these corpora should not be used as a
benchmark for pre-trained models that where con-
structed using Wikipedia in their training data.



6 Conclusions

The Multilingual Wikipedia Biographies is mainly
a method for extracting an up-to-date high-quality
dataset from the Wikipedia dump. The method
is easily adaptable to other languages including
those with low resources. Some general structures
were common between languages such as mascu-
line terms being generally more prevalent in topics
compared to feminine, which were constrained to
more specific topics. The distribution of biogra-
phies is naturally highest in the language’s core
region and gradually declines as it extends out-
ward. The corpora allow for comparing the struc-
tures and composition of biographies in multiple
languages which is important for understanding
how Wikipedia biographies shape how information
about individuals, and society, as a whole is shared.

Ethical Considerations

In this paper, we explore a very surface-level un-
derstanding of gender bias, focusing on how the
potential for representational harms can be seen for
groups and individuals of different genders (study-
ing masculine, feminine, and neutral/nonbinary rep-
resentation). In our case, representational harm is
concerned with stereotyping (e.g. women are most
associated with home/family) and erasure (e.g. non-
binary people are largely not present in the sam-
ples). Although we do not explore other biases,
such as race or class, as well as intersectional bi-
ases; we expect these representational harms to
also be present and discoverable in the corpora, as
Wikipedia is not written or curated in e.g. specifi-
cally anti-racist ways. We do not attempt to miti-
gate any of these harms, because we believe they
provide valuable data about cultural and societal
norms and attitudes, which may be important for
research. However, this also means that there is
an additional risk of perpetuating and even ampli-
fying stereotypes or erasure if the data are used
uncritically.

This dataset contains publicly available informa-
tion about living people. Crucially, this informa-
tion may go (or already be) out of date and we
encourage the use of the provided code on a recent
Wikipedia dump when appropriate.

Although this dataset and de facto annotations
(in the form of category tags) are publicly avail-
able and can be used and shared for research under
Wikipedia’s Creative Commons by Share Alike li-
cense, it is still worth acknowledging that we are

collecting other people’s words and labour.

Statement on the use of Al tools. No parts of
the text in this paper were written with the help of
any generative Al
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A Categories and Regular Expressions by
Language

English (en) The English corpus regular expres-
sion captures biographies only by categories, and
checks for the presence of any of the following:
living people, births, and deaths.

\ [\ [Category: (Living people]|
.xdeaths|.+xbirths)

Swedish (sv) The Swedish corpus regular expres-
sion captures biographies only by categories, and
checks for the presence of any of the following:
Living People, Births, and Deaths.

\ [\ [Kategori: (Levande personer |
Fodda.+ |Avlidna. %)

Russian (ru) The Russian corpus regular expres-
sion captures biographies by categories (personae
alphabetically, births, and deaths) and common
lines from infoboxes which we expect only to be
present for persons: date of birth, date of death,
place of birth, and place of death. While the birth
year and death year categories are automatically
added and, therefore, not captured in most cases,
they are included for redundancy. The same mask
also captures non-automated categories related to
birth and death places, causes, etc.

\| * [dn|ara poxaenus |\ | = |Lg|ara
cmepru |\ | x  [Mwmlecro = poxkuenus
INT * [Mwm]ecro cmepru |\ [\[
pust: (ITepconasnu no andasury|Poxusimecs. ™

I\

Karero-

Chinese (zh) The Chinese corpus regular expres-
sion captures biographies by both the bd template
(which automatically generates births and deaths
categories) and the following categories: living
people, births, and deaths.

(\[\ [ (Category |5 2E) : (FEH A .«
L HAE) ) T (VN {(bd\ . x\}1\})

Farsi (fa) The Farsi corpus regular expression
captures biographies only by categories, and checks
for the presence of any of the following: living
people, births, and deaths.

NN (re 00d) ol 8l .
Om:)f)o) : oo)\] \1

R EER
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