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Abstract

Formality is one of the important characteris-
tics of text documents. The automatic detection
of the formality level of a text is potentially
beneficial for various natural language process-
ing tasks. Before, two large-scale datasets
were introduced for multiple languages fea-
turing formality annotation—GYAFC and X-
FORMAL. However, they were primarily used
for the training of style transfer models. At
the same time, the detection of text formal-
ity on its own may also be a useful appli-
cation. This work proposes the first to our
knowledge systematic study of formality de-
tection methods based on statistical, neural-
based, and Transformer-based machine learn-
ing methods and delivers the best-performing
models for public usage. We conducted three
types of experiments – monolingual, multi-
lingual, and cross-lingual. The study shows
the overcome of Char BiLSTM model over
Transformer-based ones for the monolingual
and multilingual formality classification task,
while Transformer-based classifiers are more
stable to cross-lingual knowledge transfer.

1 Introduction

According to Joos (1976), five different types of
text formality are commonly identified in Linguis-
tics: frozen style, formal style, consultative style,
casual style, and intimate style. The correct use
of style is important for fluent human communica-
tion and, therefore, for fluent human-to-machine
communication and various Natural Language Pro-
cessing (NLP) systems.

The examples of formal and informal samples
for English, Brazilian Portuguese, French, and Ital-
ian languages are provided in Table 1. As we can
see, for informal sentences, several attributes are
typical – the usage of spoken abbreviations (for
instance, lol), non-standard capitalization of words
(all words are written in upper case), and lack of

punctuation. On the contrary, in formal samples,
all necessary punctuation is present, standard capi-
talization is used, some opening expressions can be
observed in sentences (for example, in my opinion).

These examples are taken from two only cur-
rently available text collections with formality an-
notation are GYAFC (Rao and Tetreault, 2018) and
X-FORMAL (Briakou et al., 2021). However, these
datasets were primarily introduced for the task of
style transfer. In this paper, we propose to look at
these data sets from a different angle. Even for the
evaluation of the results of formality style trans-
fer, we need to calculate style transfer accuracy.
While there is ongoing work of developing auto-
matic evaluation metrics for formality style transfer
in general (Lai et al., 2022), this work introduces a
systematic evaluation of formality style classifiers.

In this paper, we aim at closing the gap by
proposing a comprehensive computational study
of various text categorization approaches. Namely,
we argue that NLP practitioners will be benefiting
from the knowledge of answers to the following
questions:

Q1: What is the state-of-the-art for monolingual
English formality classification?

Q2: Can we train multilingual model for simul-
taneous formality detection on several lan-
guages?

Q3: To what extent is cross-lingual transfer be-
tween pre-trained classifiers possible (if the
phenomenon of formality is expressed simi-
larly in various languages)?

To answer these questions, we present monolin-
gual, multilingual, and cross-lingual experiments
for formality classification for four languages—
English, Brazilian Portuguese, French, and Italian.1

1https://huggingface.co/s-nlp/mdeberta-base-formality-
ranker. Accessed 15 July 2023
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English
Formal I enjoy watching my companion attempt to role-play with them.
Informal lol i love watchin my lil guy try to act out the things wiht them

Brazilian Portuguese
Formal Na minha opinião, Beyonce, porque ela é mais jovem e uma dançarina melhor.

In my opinion, Beyonce, because she’s younger and a better dancer.
Informal BEYONCE PORQUE ELA É MAIS JOVEM E PODE DANÇAR MELHOR

BEYONCE BECAUSE SHE IS YOUNGER AND CAN DANCE BETTER
French

Formal Bien sûr, c’est Oprah, parce qu’elle fournit de meilleurs conseils depuis plus longtemps.
Of course, it’s Oprah, because she’s been providing better advice for longer.

Informal oprah bien sûr parce qu’elle donne de meilleurs conseils et l’a fait plus longtemps
oprah of course because she gives better advice and did it longer

Italian
Formal King ha una canzone su questo, si chiama “Solo tua madre ti ama”.

King has a song about this, it’s called “Only Your Mother Loves You.”
Informal King aveva una canzone su questo - Solo la tua Madre ti ama (e vedere potrebbe essere anche jiving).

King had a song about this - Only your Mother loves you (and seeing could be jiving too).

Table 1: Examples of samples from GYAFC and X-FORMAL datasets for four languages: English, Brazilian
Portuguese, French, and Italian.

2 Related Work

2.1 Formality Datasets

Formality detection was first investigated by
Pavlick and Tetreault (2016) where the authors
created datasets of formal and informal sentences
sourced from news, emails, blogs, and community
answering services. The sentences were scored by
a formality rating.

In (Rao and Tetreault, 2018), a dataset called
GYAFC for formality style transfer evaluation has
been proposed for the English language. After that,
in (Briakou et al., 2021), the authors proposed the
first multilingual dataset containing formality an-
notation, called X-FORMAL. The dataset features
Brazilian Portuguese, Italian, and French languages
and is structurally similar to the English GYAFC.

While the original papers on GYAFC and X-
FORMAL provided extensive experimental results
with these datasets, they all were focused on the
style transfer setting and did not study the formality
detection task. Our study instead focuses on text
classification using these datasets.

2.2 Text Classification

Text categorization is well-established NLP task
with dozens of applications ranging from topic cat-
egorization to fake news detection, with the first
works dating back to the late 80-s (Hayes et al.,
1988; Lewis, 1991).

Sebastiani (2002) provides a comprehensive sur-
vey on the “classic” methods on text categorization.
Much more specialized text categorization meth-
ods have been developed so far, notably neural

models such as CharCNN (Zhang et al., 2015) or
more advanced solutions based on large pre-trained
transformer networks, such as BERT (Sun et al.,
2019). In (Li et al., 2022), Formality-LSTM and
Formality-BERT were proposed to detect formality
in answers, blogs, emails, and news.

To overcome the privilege of only monolin-
gual models development, several multilingual pre-
trained language models were introduced. In our
experiments, we adjusted for sequence classifica-
tion task mT5 (Xue et al., 2021) (covers 101 lan-
guages) and mBART (Tang et al., 2020) (covers 50
languages) models.

3 Datasets

Here, we provide the detailed description of the
data—nature of the texts and general datasets’
statistics—used for the experiments.

3.1 English: GYAFC
GYAFC—English dataset—contains 104 365 pairs
of formal and informal texts obtained from Yahoo
Answers. It consists of two parts split between En-
tertainment & Music and Family & Relationship
categories. Firstly, informal texts were collected.
Then, they were manually rewritten to create a for-
mal alternative in the parallel pairs. The dataset
also contains the tune and test text pairs. The cre-
ation of these pairs involved stricter control over
the quality of translation. These pairs were also
split in half between informal to formal translations
and formal to informal translations.

Descriptive statistics of both parts of the dataset
are presented in Table 2. In our experiments, we
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Informal to Formal Formal to Informal
Train Tune Test Tune Test

Entertainment and Music domains 105 190 2 877 1 416 2 356 1 082
Family and Relationships domains 103 934 2 788 1 332 2 247 1 019
All domains, no duplicates 204 365 29 132 10 710 19 448 9 031

Table 2: Statistics of the GYAFC dataset.

Dataset Language # texts # formal texts # informal texts
GYAFC (Rao and Tetreault, 2018) EN 204 365 102 182 102 183
X-FORMAL (Briakou et al., 2021) FR+IT+BR 338 763 168 099 170 664
X-FORMAL (Briakou et al., 2021) FR 112 921 56 033 56 888
X-FORMAL (Briakou et al., 2021) IT 112 921 56 033 56 888
X-FORMAL (Briakou et al., 2021) BR 112 921 56 033 56 888

Table 3: Statistics of the GYAFC ans X-FORMAL datasets.

use the dataset corresponding to the “All domains,
no duplicates”.

3.2 French, Italian, and Brazilian:
X-FORMAL

The X-FORMAL dataset (Briakou et al., 2021)
was created on the basis of the GYAFC dataset
described in the section above. The goal of this
dataset is to cover formality in multiple languages.
More specifically, there are three languages in-
cluded: Brazilian Portuguese (BR), French (FR),
and Italian (IT). All these parts of the X-FORMAL
dataset were created by translating the original
GYAFC dataset from English to target languages.
The dataset consists of 338 763 samples in four lan-
guages. More detailed statistics of the X-FORMAL
dataset are presented in Table 3.

In both datasets, the mean amount of tokens in
samples is 10± 4 meaning that in the majority of
cases we work with one-sentence samples.

4 Text Classification Models

Following (Lai et al., 2022), we address the formal-
ity detection as text classification task. We experi-
ment with several state-of-the-art models optimiz-
ing their hyper-parameters. A detailed description
of these most successful models is presented below.

4.1 Linguistic-Based Baselines
Firstly, we build with a heuristic approach based on
punctuation presence in the text and capitalization
of the first word denoted as “punctuation + capital-
ization”. It is natural to expect that all sentences in
formal style should start with a capital letter and
end with the presence of some punctuation. For
informal sentences, that can be missed.

Secondly, we test the classic bag-of-word rep-
resentation used commonly in various text catego-

rization tasks. In addition, we also tested another
simple and common word vector representation:
a mean of dense vector representations. For this
variant, for the embeddings, we use pre-trained
fastText vectors (Bojanowski et al., 2017) for both
English and multilingual experiments.2

On top of these types of features, we use Logistic
Regression (LR), a linear model that is a workhorse
for many text classification tasks.

4.2 Models based on Convolutional Neural
Networks (CNNs)

To get another way of vector representations for
texts, we utilize Universal Sentence Encoder (Yang
et al., 2019a). This encoder is trained on 16 lan-
guages and is competitive with state of the art on
semantic retrieval, translation pair bitext retrieval,
and retrieval question answering tasks. Then, the
obtained vectors is fed into a CNN model that con-
sists of 2 CNN layers. The encoder is trained using
Multi-task Dual Encoder Training similar to (Cer
et al., 2018), and (Chidambaram et al., 2019) with
a single encoder supporting multiple downstream
tasks.

4.3 BiLSTMs

We also experiment with RNN for text classifica-
tion as they have shown superior results in many
tasks, with bidirectional LSTMs being the most
popular choice. (Hameed and Garcia-Zapirain,
2020; Isnain et al., 2020; Wiedemann et al., 2018)
More specifically, we test two input representations
for RNNs: character-based and token/word-based.
Char BiLSTM consists of an Embedding layer on
chars followed with bidirectional LSTM layers
(Graves and Schmidhuber, 2005). We tune several

2https://fasttext.cc. Accessed 10 January 2023

https://fasttext.cc
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model configurations: embeddings size, number of
BiLSTM layers, BiLSTM hidden layer size. Ac-
cording to our experiments, we achieved the best
result with an embeddings size of 50, the number
of BiLSTM layers of 2, and BiLSTM hidden layer
size of 50.

In the Word BiLSTM, the embedding layer is re-
placed by a pretrained fastText embedding layer,
and wordpunct tokenize from NLTK is used to tok-
enize the text. We tune the same configurations
as the Char BiLSTM and used Fastext 300d em-
beddings. According to our experiments, the best
results were achieved with Fastext uncased 100d,
the number of BiLSTM layers of 1, and the BiL-
STM hidden size of 50.

4.4 ELMo

In addition to the BiLSTM architecture described
above where pre-trained word embeddings are used,
we also test the popular architecture for obtain-
ing contextualized vector representations of tokens
called ELMo (Peters et al., 2018). It consists of
two BiLSTM layers trained on character represen-
tations of the input text.

We use a BiLSTM layer on top of the sequence
of token embeddings obtained from ELMo, fol-
lowed by two Dense layers and two Dropout layers.

4.5 Transformer-based Models

More recently, the state-of-the-art in a variety of
text classification tasks was achieved by models
based on the deep neural networks based on the
Transformer blocks (Vaswani et al., 2017) pre-
trained on a large text corpora. In our work, we
experiment with several such state-of-the-art mod-
els listed below.

BERT We utilize BERT (Devlin et al., 2019)
and its distilled version—DistilBERT (Sanh et al.,
2019)—models for monolingual English formality
classification. We use base uncaused and cased ver-
sions of the mentioned models to check the contri-
bution of the letter capitalization. Also, we test the
next generations of BERT-like models—RoBERTa
roberta-base (Liu et al., 2019) and Deberta deberta-
base/large (He et al., 2021).

XLNet This model integrates ideas of autoregres-
sive language models (Yang et al., 2019b). The
usage of all possible permutations of the factoriza-
tion order allows to use of bidirectional contexts of
each token and outperforms the BERT model on

several tasks. We fine-tune xlnet-base-cased version
of this type of model.

GPT2 In contrast to the mentioned above mod-
els, which all rely on the encoder of the original
transformer architecture (Vaswani et al., 2017) the
GPT2 model (Radford et al., 2019) is based on the
decoder of the Transformer. We utilize the raw
hidden states from the last transformer block of
the model gpt2 to feed it into a linear classification
head.

Multilingual Language Models Experiments on
the multilingual X-FORMAL dataset require ad-
ditional multilingual word embeddings extraction
and text classification models. For this purpose,
we use multilingual available analogues of afore
mentioned models where all needed languages
are supported. Firstly, we use mBERT (Devlin
et al., 2018) (and its distilled version of it as well—
mDistilBERT) and mDeBERTa that was pretrained
on 104 languages with the largest Wikipedia corpus
(bert/distilbert-base-multilingual-cased and mdeberta-
v3-base versions). Then, we experiment with multi-
lingual version of XLNet—XLM-R (Conneau et al.,
2020) (xlm-roberta-base, 100 languages). In addi-
tion, we provide the results of multilingual encoder-
decoder-based models—mT5 (Xue et al., 2021)
(mt5-base, 101 languages) and mBART (Tang et al.,
2020) (mbart-large-50, 50 languages).

5 Results

5.1 Experimental Setup
Formality detection task could be cast as a binary
classification task with classes formal and informal.
Therefore, we report standard evaluation metrics
for binary classification in experiments: Accuracy,
Precision, Recall, and F1.

We report the results of three types of experi-
ment setups to provide answers to three research
questions mentioned in the introduction:

1. Monolingual: we fine-tune all mentioned
in Section 4 type of models for monolin-
gual English formality classification task and
report Accuracy, Precision, Recall, and F1
scores; then, we use multilingual models to
test them on four languages—English, Ital-
ian, Portuguese, and French—separately and
report Accuracy for each language;

2. Multilingual: we fine-tune adapt some base-
lines and utilise mentioned multilingual pre-
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Formal Informal
Text Representation Model Accuracy Precision Recall F1 Precision Recall F1

Linguistic-Based Baselines
punctuation + capitalization 74.2 67.7 98.5 80.2 96.5 46.4 62.7
bag-of-words 79.1 76.4 88.0 81.8 83.4 69.1 75.6
fastText 64.2 63.5 69.4 66.3 65.2 59.0 61.9

CNN/RNN-based
Char BiLSTM 87.0 80.9 98.8 89.0 98.1 73.5 84.0
Word BiLSTM (fastText) 78.1 75.0 88.3 81.1 83.3 66.5 73.9
Universal Sentence Encoder+CNN 85.6 80.5 95.8 87.5 89.4 80.7 82.5
ELMo 84.6 79.6 95.6 86.9 93.6 72.1 81.4

Transformer-based Encoders
BERT (uncased) 77.4 72.8 92.1 81.4 87.1 60.6 71.4
BERT (cased) 78.0 74.6 89.0 81.2 83.8 65.4 73.4
DistilBERT (uncased) 80.0 76.4 90.5 82.9 86.3 68.2 76.2
DistilBERT (cased) 80.1 80.1 91.7 83.0 87.5 66.6 75.6
RoBERTa-base 82.6 74.4 89.4 81.2 84.2 64.7 73.2
DeBERTa-base 87.2 83.7 94.3 88.7 92.4 79.0 85.2
DeBERTa-large 87.8 85.0 93.4 89.0 91.6 81.3 86.1
DeBERTaV3-large 86.9 82.5 95.7 88.6 94.0 76.9 84.6

Transformer-based Decoders
GPT2 85.1 80.5 95.1 87.2 92.9 73.5 82.1
XLNet 86.0 82.0 94.5 87.9 92.4 76.5 83.7

Table 4: Results of monolingual formality classification for English (GYAFC dataset). Bold numbers represents the
best results in the category, bold and underlined – the best results for the metric.

trained language models on all four languages
and report total accuracy;

3. Cross-lingual: we fine-tune multilingual mod-
els on all languages except the target one
(i.e. on English, Italian, Portuguese, but not
French) and then perform zero-shot inference
on the test set of that excluded from the train-
ing step language (i.e. French) reporting the
Accuracy score.

5.2 Monolingual English Results

Firstly, we present monolingual formality classi-
fication results on English GYAFC corpus. Re-
sults of the experiments with the various models
described in Section 4 are presented in Table 4.

Ranking of the models Firstly, we can observe
already quite high results for the simple baseline
models. The classification approach based on
punctuation and capitalization presence features
achieves one of the highest results for the formal
class Recall score= 98.5, however failed to dis-
tinguish informal class so well (Recall= 46.4).
Bag-of-words approach reaches F1 scores for both
classes on the level with Transformer-based models
(81.8 and 75.6 respectfully).

A significant number of Convolution-based Neu-
ral Networks exhibit superior performance in com-
parison to the baseline models, with certain models
showcasing a notable gap in performance. Particu-
larly, the Char BiLSTM model surpasses all other
models within this category and achieves remark-
ably high scores across all evaluation metrics. This
model excels in terms of formal class Recall and
F1 scores and informal class Precision (98.8, 89.0,
and 98.1 respectfully).

Among the category of classification models
based on Transformers, a substantial proportion
of these models exhibit notable performance, with
encoder-based architectures demonstrating a slight
superiority over decoder-based ones. Although cer-
tain BERT models do not surpass certain baseline
models, the succeeding next generation of BERT-
based models yield high performance across all
evaluation metrics. Notably, within the category
of Transformer-based pre-trained language mod-
els, DeBERTa attains the highest performance re-
sults among all compared models in terms of total
Accuracy= 87.8 and F1 scores for both classes
(89.0 for formal and 86.1 for informal).

This brings us to the answer of the question Q1:
Deep pre-trained models like DeBERTa yield top
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Text Representation Model English Italian Portuguese French All
Linguistic-Based Baselines

punctuation + capitalization 74.2 69.2 64.4 66.5 68.6
bag-of-words 79.1 71.3 70.6 72.5 –
fastText 64.2 56.0 54.3 58.6 –

CNN/RNN-based
Char BiLSTM 87.0 79.1 75.9 81.3 82.7
Word BiLSTM (fastText) 78.1 68.7 68.9 69.2 70.2
Universal Sentence Encoder+CNN 85.4 76.7 75.3 80.7 80.0

Transformer-based Encoders
mBERT (uncased) 70.9 72.3 72.3 73.1 74.7
mBERT (cased) 83.0 77.8 77.3 79.9 79.9
mDistilBERT (cased) 86.6 76.8 75.9 79.1 79.4
mDeBERTaV3-base 87.3 76.6 75.8 78.9 79.9

Transformer-based Decoders
XLM-R 85.2 76.9 76.2 79.5 79.4
mT5-base 83.4 72.9 70.3 72.4 78.2
mBART-large 86.9 76.9 75.9 79.3 79.0

Table 5: Accuracy results of both monolingual and multilingual formality classification for English, Italian,
Portuguese, and French (X-FORMAL dataset). Here “All” denotes that the model was trained and tested on all
presented languages. Bold numbers represents the best results in the category, bold and underlined – the best
results for the metric.

performance for monolingual English formality
classification task. At the same time, Char BiL-
STM model yield as well superior results for some
metrics even outperforming DeBERTa.

Impact of case-sensitivity Within the several
type of models we can observe that capitalization
sensitivity is quite important for formality detec-
tion task. As such, for linguistic-based baseline,
these features prove highly effective in attaining
high scores, particularly for formal class. We can
also compare cased and uncased versions for BERT
and DistilBERT models. Although cased models
demonstrate a superiority in terms of Accuracy
scores (78.0 vs 77.4 and 80.1 vs 80.0), the results
of other metrics do not establish a clear and defini-
tive winner.

5.3 Monolingual and Multilingual Results for
Four Languages

In this section, we report results on the X-
FORMAL dataset (Briakou et al., 2021). Results of
the experiments with the various models described
in Section 4 presented in Table 5.

Monolingual results Firstly, we conducted ex-
periments exploring multilingual models for mono-
lingual classification for all languages separately
– English, Italian, Portuguese, and French. As
one may observe, similarly to English results, the

model based on a bidirectional LSTM model with
character embeddings yields the best results for all
languages. Some multilingual transformer-based
models such as XLM-R and mBERT also achieve
good enough results but are lower than Char BiL-
STM. Except Portuguese language, where mBART
(cased) model has the highest accuracy.

Multilingual results We report the results of fine-
tuned multilingual language models on all provided
languages in “All” column in Table 5 and inference
of these models on each language separately in
Table 6. For all best models across different cate-
gories, we can observer a slight drop of the accu-
racy for all languages in comparison to monolin-
gual results. For instance, for the best performing
model Char BiLSTM, the “All” Accuracy= 82.7
is less then monolingual setups: English (83.1 vs
87.0), Italian (75.2 vs 79.1), Portuguese (74.2 vs
75.9), French (78.0 vs 81.3). However, these drops
in the Accuracy scores is slight and the scores
outperform the monolingual baselines and some
Transformer-based models significantly.

As a result, the simultaneous fine-tuning of mul-
tilingual formality detection models does not cause
a significant drop of the performance across lan-
guages in comparison of the best monolingual re-
sults. The high results of multilingual Char BiL-
STM model provides a positive answer to the ques-
tion Q2.
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Train / Test English Italian Portuguese French
Universal Sentence Encoder

Monolingual 85.4 76.7 75.3 80.7
All but English 77.5 - - -
All but Italian - 72.6 - -
All but Portugese - - 70.5 -
All but French - - - 72.6
All 85.9 76.5 75.0 79.0

mBERT (cased)
Monolingual 83.0 77.8 77.3 79.9
All but English 79.9 - - -
All but Italian - 73.0 - -
All but Portugese - - 71.6 -
All but French - - - 71.6
All 80.2 73.1 72.2 75.0

Char BiLSTM
Monolingual 87.0 79.1 75.9 81.3
All but English 74.9 - - -
All but Italian - 74.1 - -
All but Portugese - - 71.9 -
All but French - - - 77.4
All 83.1 75.2 74.2 78.0

mDistilBERT (cased)
Monolingual 86.6 76.8 75.9 79.4
All but English 83.6 - - -
All but Italian - 75.1 - -
All but Portugese - - 73.8 -
All but French - - - 77.1
All 85.9 76.8 75.9 79.1

Table 6: Accuracy results of cross-language transfer study on formality classification. Bold numbers repre-
sents the best results for the model type, underlined – the best results for cross-lingual transfer to the language,
bold and underlined – the best results for the language.

5.4 Cross-lingual Formality Transfer Results

After multilingual experiments, we conducted
cross-lingual ones trying to answer the research
question Q3. The results of the experiments are
presented in Table 6. The main conclusion that
can be made from the obtained results is that cross-
lingual formality detection is possible but, unfor-
tunately, the same as for multilingual results, with
a drop in the performance across languages. For
all reported models, we can observe the drop of
Accuracy scores in 3− 5%.

For the best performing models from previously
discussed monolingual and multilingual results—
Char BiLSTM—we can observe a significant drop
in the performance in comparison to its best results.
However, mDistilBERT demonstrates more stable
performance to unseen languages in the training
set. This model has the best cross-lingual formal-
ity transfer capability with achieving cross-lingual
English Accuracy= 83.6 (vs only 74.9 from Char

BiLSTM), Italian Accuracy= 75.1 (vs 74.1 from
Char BiLSTM), Portuguese Accuracy= 73.8 (vs
71.9 from Char BiLSTM), and only for French
Accuracy= 77.1, Char BiLSTM model shows
slightly better performance with Accuracy= 77.4.

Despite the loss in accuracy compared to the best
monolingual results, the illustrated results of cross-
lingual experiments again provide a positive answer
to the stated question Q3. Still, the cross-lingual
tests of the best performing models overcomes the
monolingual baselines. This implies the possibil-
ity to the cross-lingual formality transfer usage to
perform classification on the unseen language with
satisfactory accuracy.

6 Discussions

As all the above experiments results showed that
none of the models achieved Accuracy and F1
scores higher 90.0, we analyzed misclassifications.
In Appendix A in Table 7, we present several ex-
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amples of such models mistakes. We noticed that
the misclassification of formal sentences into infor-
mal appeared less often than informal into formal
which confirms with high Recall scores for formal
class and significantly lower scores for informal
one in Table 4. For example, for the DeBERTa-
large model, the rate of misclassification of formal
sentences into informal is only 6.6%, while mis-
classification of informal sentences into formal –
18.7%. Some of the mistakes are connected with
the unobvious labels of the original data.

For example, the Char BiLSTM model trained
for the English language misclassified sentence 1
WOULD WORK FOR ME BUT BOTH WOULD
BE EVEN BETTER into formal class. Indeed, the
whole structure of the sentence and the usage of
word would make the text looks like a formal one.
We suppose that this text was marked as informal
because it is fully written in the upper register.

On the other hand, there are many sentences with
formal labels without an obvious reason for that.
Texts like Ignore it when people start rumors., I do
not want her to die. does not look like to be written
in a formal style. On the contrary, the usage of the
phrase Ignore it seems to be quite informal.

Also, if we look at misclassification examples
of mDistillBERT models, we can see examples of
obvious violations of formal style. For example,
we can observe sentences that are grammatically
correct, but the content is toxic (Are you serious
or just that ignorant?) or refers to some informal
ways of entertainment (After watching that, I had
to consume alcohol!). That might be that the gen-
eral topic of these sentences is more closer to the
topics usually discussed informally that confuses
the model. In addition, we draw attention to the
sample which is mostly formal, however, contains
informal insertion: I’m grateful, I now comprehend.
Significantly, er, electrical.

Such mistakes can be connected with the pro-
cess of the creation of the GYAFC and XFORMAL
datasets. The train part consists of informal texts
and their formal paraphrases with Amazon Mechan-
ical Turk workers. However, the tune part contains
paraphrases from formal into informal styles and
vice versa. The annotation process can contain
some inaccuracies that may be resulting in fuzzy
logic of labels assignment.

In addition, another interesting observation
might be that for some Transformer-based models
their multilingual versions yields higher accuracy

than monolingual ones. Thus, for DistilBERT, the
bets English monolingual Accuracy is 80.1, while
its multilingual version achieves 86.6 score on En-
glish test set. The same observation can be applied
for BERT model as well.

In the end, we can observe quit high results from
Char BiLSTM model which outperform in some
cases Transformer-based models. One of the expla-
nations might be: the usage of slang or unusually
modified words in informal style that can be pre-
cisely tokenized and embedded with Transformer-
based encoders, however, can be learned with
character-level words’ split.

7 Conclusion

In this paper, we presented the first computational
study on text categorization models that detect
text formality. We based our experiments on two
large-scale multilingual datasets—GYAFC and X-
FORMAL—and tested a vast amount of baselines
and state-of-the-art neural models.

The best English monolingual results are
achieved by Transformer-based model—DeBERTa-
large. However, other obtained results show the
superiority of models based on character represen-
tation, such as Char BiLSTM models, over models
based on word and BPE representations, including
even large pre-trained transformer models. Notably
for both monolingual and multilingual formality de-
tection for all examined languages, Char BiLSTM
model illustrates the best accuracy.

Our experiments also show that multiple mod-
els demonstrate abilities of cross-lingual transfer.
While Char BiLSTM showed the best performance
in monolingual and multilingual setups, it had a
significant drop in the performance while trying to
transfer formality knowledge to another language.
In this scenario, mDistilBERT model demonstrated
the best stability to new languages.

All code and data allowing reproduce our experi-
ments are available online.3 We release for a public
usage the best Transformer-based monolingual4,
multilingual5, and cross-lingual6 models.

3https://github.com/s-nlp/formality
4https://huggingface.co/s-nlp/deberta-large-formality-

ranker
5https://huggingface.co/s-nlp/mdeberta-base-formality-

ranker
6https://huggingface.co/s-nlp/mdistilbert-base-formality-

ranker

https://github.com/s-nlp/formality
https://huggingface.co/s-nlp/deberta-large-formality-ranker
https://huggingface.co/s-nlp/deberta-large-formality-ranker
https://huggingface.co/s-nlp/mdeberta-base-formality-ranker
https://huggingface.co/s-nlp/mdeberta-base-formality-ranker
https://huggingface.co/s-nlp/mdistilbert-base-formality-ranker
https://huggingface.co/s-nlp/mdistilbert-base-formality-ranker
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8 Ethical Statement

We hope that models’ research in formality classi-
fication and style transfer tasks might help to de-
velop more sophisticated approaches for language
and style studying programs. For instance, such an
automated helper can detect incorrect style used for
a text exercise, explain a style misusage, and rec-
ommend a correct paraphrase. This may be useful
for language learners who do not realize nuances of
language at the level of native speakers preventing
their deeper integration in a given society.

Furthermore, the availability of formality data in
four languages provides a solid foundation and we
have shown that the cross-lingual formality detec-
tion is possible. We anticipate that research in the
field of formality detection foster development of
similar datasets in other languages as well.

Last but not least, our approach and experiments
are based on large pre-trained language models,
which may be prone to biases reflected in their
training data. In case of real world deployments
this issue shall be taken into account.
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A Classification Error Analysis

Here, we provide the misclassification results for one the best performing models for English monolingual
classification–Char BiLSTM, the best Transformer-based monolingual model—DeBERTa-large—and the
best model with cross-lingual formality transfer capabilities–mDistilBERT.

Sentence Original Label Predicted Label
Char BiLSTM

That has 2 b the worst hiding spot ever. Formal Informal
I would not be mad at you forever. Formal Informal
No, he doesn’t even know her. They met online. Formal Informal
I tune in to lotsa music. Formal Informal
I hate wearin flats, i aint gunna wear em for a guy. Formal Informal
He is nice, but I have to question his thinking skills. Informal Formal
Perhaps they were concerned that if you knew, you would be angry.. Informal Formal
having fun is most important. Informal Formal
Hold on a moment and let me think. Informal Formal
Americans this is the aircraft carrier U.S.S. Lincoln, the second largest
ship in the United States Atlantic fleet.

Informal Formal

DeBERTa
It appears that they are going to turn it into a television series. Formal Informal
Any film in which Johnny Depp appears. Formal Informal
The song was Played on the Radio by Green Day. Formal Informal
You need to sign another paper everyday with eachother. Formal Informal
Not love, but who knows? Formal Informal
and for everyone’s information it was NOT geeky!!!! Informal Formal
Someone watches him every move now! Informal Formal
U come and go , come and go. Informal Formal
But yes, this show is addicting! Informal Formal
Run like hell and never look back. Informal Formal

mDistilBERT
Don’t spend your money on frivolous things. Formal Informal
Are you serious or just that ignorant? Formal Informal
I’m grateful, I now comprehend. Significantly, er, electrical. Formal Informal
After watching that, I had to consume alcohol! Formal Informal
What can I do when I see her being so upset? Formal Informal
I want my budz to give me this gift like it’s Christmas. Informal Formal
can’t remember the site, but if u need more miles lemme know, I have
a lot

Informal Formal

i would stop calling and see if he misses you and calls you! Informal Formal
You can look but You cant find. Informal Formal
You aren’t asking anything really. Informal Formal

Table 7: Examples of top-models’ errors on GYAFC dataset.


