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Abstract

Transformer-based language models such as
Bidirectional Encoder Representations from
Transformers (BERT) are now mainstream in
the NLP field, but extensions to languages other
than English, to new domains and/or to more
specific text genres are still in demand. In this
paper we introduced BERTabaporu, a BERT
language model that has been pre-trained on
Twitter data in the Brazilian Portuguese lan-
guage. The model is shown to outperform the
best-known general-purpose model for this lan-
guage in three Twitter-related NLP tasks, mak-
ing a potentially useful resource for Portuguese
NLP in general.

1 Introduction

Transformer-based language models such as Bidi-
rectional Encoder Representations from Transform-
ers (BERT) (Devlin et al., 2019) are now main-
stream in the NLP field, but extensions are still
much in demand. New BERT models have been
fine-tuned or built from scratch for many languages
other than English (e.g., Maltese in (Micallef et al.,
2022)), for specific domains (e.g., mental health in
(Jietal., 2022)), and for particular text genres (e.g.,
Twitter data in (Nguyen et al., 2020)).

In the case of our target language - Brazilian
Portuguese - the first and best-known representa-
tive of this trend is BERTimbau, a general purpose
BERT model built from a large collection of web
documents (Souza et al., 2020). Despite its popu-
larity among the Portuguese NLP community, how-
ever, we notice that the particular kind of language
employed on contemporary social media may be
distinct from the training data considered in previ-
ous work, making existing models potentially less
suitable to handle recent social media text. In par-
ticular, we notice that tweets are not only shorter
and less structured than pieces of news, but words

217

such as "Covid’ may not be recognised by older
language models.

Based on these observations, we may ask
whether Twitter-related applications may benefit
from a more genre-specific model built from so-
cial media data - as opposed to more standard or
general text - perhaps along the lines of BERTweet,
a Twitter-specific model for the English language
described in (Nguyen et al., 2020), or the multi-
lingual TWHIN-BERT (Zhang et al., 2022), also
built from Twitter data. To shed light on this is-
sue, this work introduces BERTabaporu, a BERT
model built from a collection of 238 million tweets
written by over 100 thousand unique Twitter users,
and conveying over 2.9 billion tokens in total. The
model has been evaluated in three Twitter-related
text classification tasks, and its results are com-
pared to those obtained by the general purpose,
web-based BERTimbau in (Souza et al., 2020). In
doing so, our goal is to introduce a novel resource
for Portuguese NLP, and foster further applications
based on Twitter text data in this language.

The main contributions made in this work are (i)
a novel BERT model trained on large Twitter cor-
pus in the Portuguese language; and (ii) compari-
son with the best-known existing Portuguese BERT
in three Twitter text classification tasks, namely,
stance, mental health and political alignment pre-
diction.

The rest of this article is structured as follows.
Section 2 reviews existing work that have intro-
duced BERT-like models for Portuguese, for other
languages and domains. Section 3 describes how
our current work, the BERTabaporu model, has
been built. Section 4 introduces the downstream
tasks in which BERTabaporu is to be assessed. Sec-
tion 5 reports results obtained for each of the eval-
uation tasks, and compares these to the results ob-
tained by existing work. Finally, section 6 draws
our conclusions and suggestions of future work.
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2 Background

Since the original English and multilingual (or
mBERT) models described in (Devlin et al., 2019),
similar resources devoted to these and to dozens of
other languages have been created. Models of this
kind are either trained from scratch or fine-tuned
(often from mBERT) using either general purpose
or domain- or genre-specific text data. Noteworthy
examples include BERTweet (Nguyen et al., 2020),
a 16-billion token model built from Twitter data
in the English language, domain-specific models
fine-tuned for mental health (Ji et al., 2022), abu-
sive language use (Caselli et al., 2021), biomedical
texts (Schneider et al., 2020) and others, along-
side general purpose models for a wide range of
languages including, e.g., Estonian (Tanvir et al.,
2021), Maltese (Micallef et al., 2022), Romanian
(Masala et al., 2020) and Czech (Sido et al., 2021).

In the case of the Portuguese language, although
model repositories such as Hugging Face provide
a considerable number of BERT models - particu-
larly for the Legal domain, and even including a
few models trained on Twitter data - we have iden-
tified only three models of this kind that are more
fully documented in the NLP literature. These are
summarised in Table 1 and further discussed below.

Two of the existing Portuguese models -
BioBERTpt and PetroBERT - are fine-tuned
to perform domain-specific tasks in the clini-
cal/biomedical and oil and gas industry domains,
respectively. This makes web-based BERTimbau
(Souza et al., 2020) the more closely related alter-
native to our own work (BERTabaporu, on the top
row of the table). BERTimbau is the first, and ar-
guably the best-known Portuguese BERT model
to date, and it has been trained from scratch using
a general purpose web corpus in which great care
has been taken to minimise the effects of duplicate
data, making it a suitable baseline to our current
work.

Based on these observations, our present work
BERTabaporu may be seen as a general purpose,
Twitter-specific alternative to BERTimbau built
from a slightly larger dataset (2.9 billion tokens
against 2.7 billion in BERTimbau), and which
should be able to outperform the existing web-
based model in Twitter-oriented tasks.

3 The BERTabaporu model

In order to gather unlabelled text data to built
BERTabaporu, we selected a number of existing
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tweet repositories and collected additional data on-
line. As a means to minimise the effect of dupli-
cated training data, BERTabaporu has been built
from tweets originally posted by over 100 thou-
sand unique Twitter users excluding their retweets.
In this user-centred method, although some data
duplication may still occur (namely, if an individ-
ual rewrites the same text that another user has
authored), we assume that the effect of duplicates
is likely to be small.

Users were selected from a number of pseudo-
random tweet sources based on a number of seed
topics, such as Covid-19, politics, mental health
and others, and then their entire public timelines
were collected regardless of the topics under discus-
sion. Thus, it should be clear that the data is by no
means limited to these topics, and that we did not
search for individual tweets about any particular
topic, but rather used the seed topics as a guideline
to identify users timelines, and then collect all their
publications (which will inevitably discuss a very
broad range of subjects besides the seed topic.) In
other words, our data consists of a collection of
pseudo-random user timelines, and not a collec-
tion of tweets about the seed topics, and should not
be seen as being significantly biased towards any
particular topic.

Selected user timelines comprised three main
categories: (i) timelines of random users (about
33%); (ii) timelines of users who discussed Covid-
19, politics, mental health issues, vaccines or other
Covid-19 measures at least once (about 46%); and
timelines of friends with whom these users most
frequently interact (about 21%).

From the selected timelines, all non-Portuguese
tweets were removed. From the remainder, emoti-
cons, non-alphabetic characters, URLs and user-
names were removed, and numbers were replaced
by ’1’. Finally, timelines conveying fewer than
80 tweets were discarded. Table 2 summarised
descriptive statistics of our training dataset.

From the above unlabelled data, we pre-trained
a monolingual BERT model from scratch using
both BERT-BASE and BERT-LARGE architec-
tures. The base version uses 12 transformer layers,
a hidden size of 768, and 8 attention heads. The
large version uses 24 transformer layers, a hidden
size of 1024, and 16 attention heads. In both cases,
the vocabulary is initialised with 64K tokens. Pre-
training is performed across 1M steps, with a se-
quence length of 128 for the first 90% of the steps



Model Domain Text genre Tokens Training
BERTabaporu (ours) general Twitter 29bi  from scratch
BERTimbau (Souza et al., 2020) general web 2.7 bi from scratch
BioBERTpt (Schneider et al., 2020) clinical/biomed. notes, abstracts 44.1 mi fine-tuned
PetroBERT (Rodrigues et al., 2022) oil and gas notes, reports, theses na fine-tuned
Table 1: Documented pre-trained BERT models devoted to the Portuguese language.
User source Timelines %  Tweets (th)  Sentences (th)  Tokens (th)
Random 32,879 32.6 % 102,489 113,183 1,111,397
Covid-19 9,021 9.0 % 18,384 21,945 233,968
Politics 5,767 5.7 % 12,416 16,614 155,380
Mental health 3,790 3.8 % 8,653 9,541 100,734
Vaccine 27,861 27.7 % 57,913 83,048 898,287
Friends’ timelines 21,369 21.2 % 38,044 44,154 436,929
Overall 100,687 100.0 % 237,899 288,485 2,936,697

Table 2: BERTabaporu training data descriptive statistics.

and a sequence length of 512 for the remaining
10% steps. The models use a batch size of 512,
and a warm-up of 1% of the total number of steps.
Training was performed on v2-8 TPUs, taking ap-
proximately 120 hours for both configurations. The
resulting language model is publicly available for
reuse!.

4 Evaluation

We envisaged a number of Twitter text classifi-
cation experiments to compare our current Twit-
ter BERTabaporu model with the general-purpose
alternative in (Souza et al.,, 2020). In doing
so, we would like to show that genre-specific
BERTabaporu obtains superior results in these eval-
uation scenarios.

4.1 Downstream evaluation tasks

Evaluation will focus on three downstream tasks -
stance, mental health statuses and political align-
ment prediction - all of which modelled as binary
classification tasks, and based on Twitter text data
in the Portuguese language. Two of these tasks -
stance and political alignment prediction - consist
of classifying individual tweets, whereas mental
health prediction consists of classifying Twitter
users (or rather, the sets of tweets published on
their Twitter timelines.) The choice of these tasks
is intended to provide variation in input definition
(i.e., individual tweets versus entire timelines), in

"https://huggingface.co/pablocosta/bertabaporu-large-
uncased

the degree of explicitness of class labels (e.g., learn-
ing the stance explicitly expressed in text versus
the implicit political leaning of its author), and in
corpus labelling methods (tweet- and user-level an-
notation, or label propagation) as discussed in the
next section.

Stance prediction is the computational task of
inferring an attitude in favour or against a set tar-
get topic (Mohammad et al., 2016; dos Santos and
Paraboni, 2019). For instance, ‘A universal basic
income would alleviate poverty’ conveys a stance
in favour of the target ‘universal basic income’.
The task is analogous to sentiment analysis, but
stance and sentiment are not necessarily correlated
(Aldayel and Magdy, 2021; Pavan et al., 2020). In
our current setting, we focus on six stance predic-
tion tasks based on targets that have been popular
discussion topics on Brazil social media (Brazilian
presidents, Covid-related measures, and local insti-
tutions.) In these tasks, given an input tweet known
to convey a stance towards a particular target, the
goal is to decide whether this represents a stance in
favour or against it.

Mental health statuses prediction consists of de-
termining whether an individual is prone to a men-
tal health disorder based on their publications, e.g.,
on social media. Computational models of this kind
have been popular in the NLP field (Shen et al.,
2017; Losada et al., 2017; Cohan et al., 2018) un-
der multiple task definitions. These include, for in-
stance, deciding whether an individual is depressed
or not (Yazdavar et al., 2020), measuring the de-
gree of severity of the underlying disorder (Mann
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et al., 2020), symptoms detection (Yazdavar et al.,
2017), and others. In our current setting, we focus
on two independent subtasks of this kind, namely,
depression and anxiety disorder prediction. Given
a set of tweets published by a particular individual
(i.e., a Twitter timeline), and which may or may not
disclose mental health information, the goal is to
predict whether the individual is likely to receive a
diagnosis for depression/anxiety in the future.

Finally, political alignment prediction is the task
of inferring whether an individual is a supporter of
the former (right-leaning) government of Brazil or
not, based on tweets that they have authored. The
task may be seen as an instance of author profil-
ing (Rangel et al., 2016, 2020; dos Santos et al.,
2020b; Pavan et al., 2023), in which the goal is
to infer, e.g., the political leaning (or other demo-
graphics) of the individual who published a given
tweet that may or may not convey politics-related
information. We notice that the task is distinct from
previous stance prediction in that the target (i.e.,
the issue of being for or against the government)
is generally not under discussion. Thus, for in-
stance, ‘Churches are not supposed to pay taxes’
would more likely be written by a supporter of a
conservative government.

4.2 Task datasets

For the stance prediction task, we used a corpus of
for/against stances towards six polarised target top-
ics (presidents Lula versus Bolsonaro, the Covid-19
Sinovac vaccine versus Hydroxychloroquine, and
a TV network versus the church) described in (Pa-
van and Paraboni, 2022). The dataset comprises
46.8K manually labelled tweets, and the for/against
classes are roughly balanced across targets.

For the mental health prediction task, we used
two datasets comprising Twitter timelines of indi-
viduals with a diagnosis for depression and anxi-
ety disorder described in (dos Santos et al., 2020a,
2023). The depression dataset contains 13.5K time-
lines, and the anxiety dataset contains 17.8K time-
lines in total. As in (Yates et al., 2017) and oth-
ers, the positive class (i.e., the diagnosed-related
data) consists of timelines of individuals who self-
disclosed a depression/anxiety diagnosis, as in e.g.,
‘Last week the doctor told me I have anxiety dis-
order’?. The negative class, on the other hand,
consists of timelines of random users, and it is de-

>The self-report itself not included in the corpus data,

which conveys only publications prior to the moment of the
diagnosis.
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signed so as to be seven times larger than in the
positive class, making this a heavily imbalance
classification task. Positive instances are manually
labelled at the user (or timeline) level, and matched
to their seven random counterparts according to
gender, publication dates and number of tweets.
Finally, for the political alignment prediction
task, we used a corpus of tweets written by in-
dividuals who were identified as being support-
ers of the current Brazilian president, or against
him. The distinction was made based on the use
of certain hashtags as described in (da Silva and
Paraboni, 2023). For instance, individuals who use
the hashtag ‘#EleNao’ (‘not him’, a popular anti-
government slogan during the presidential elec-
tions) are labelled as being anti-government, and
so every tweet that this individual wrote is labelled
in the same way (by label propagation) regardless
of its actual contents. The present dataset consists
of a random selection of 4010 politically-related
tweets from this corpus, and it is class-balanced.

Table 3 summarises descriptive statistics about
the evaluation corpora under consideration by re-
porting the number of positive and negative in-
stances and overall number of tokens of each sub-
set.

4.3 Models

The six stance classifier models were built by mak-
ing use of a common architecture that was fur-
ther optimised for each task through grid search.
This common architecture consists of a token em-
bedding layer, a recurrent layer of Bidirectional
Long Short-Term Memory cells, a multi-head self-
attention mechanism and a dense layer with sig-
moid activation to produce the output predictions.
All layers use dropout regularisation in their inputs.
The parameters to be optimised through grid search
were the number of BERT layers (last only, or last
four), the number of LSTM layers (1 or 2), the
number of LSTM hidden dimensions (16 or 1280),
attention density (32 or 64) and the number of at-
tention heads (1 or 16). The token embedding layer
consists of the pre-trained BERT language mod-
els (either from the general-purpose BERTimbau
in (Souza et al., 2020), or from our present genre-
specific BERTabaporu), and the output is taken to
be the hidden state of selected last layers as deter-
mined through grid search. In the cases in which
there are multiple layers for a single token, these
are concatenated. In the ‘last four’ layers setting,



Task (-) instances  (+) instances Tokens
Stance-Lula 4,514 3,806 422,064
Stance-Bolsonaro 5,565 3,849 259,521
Stance-Hydroxychloroquine 3,978 4,017 277,824
Stance-Sinovac 4,058 3,915 252,663
Stance-Church 3,539 3,598 322,289
Stance-Globo TV 3,341 2,672 214,876
Depression 1,684 11,788 231.26 mi
Anxiety 2,219 15,533 323.75 mi
Political alignment 1,995 2,015 64,275

Table 3: Evaluation corpora descriptive statistics.

we use a 3072-dimensional vector as the embed-
ding representation for each token.

The two mental health classifier models (for de-
pression and anxiety disorder prediction, respec-
tively) were built by using a BERT model (once
again, either BERTimbau or BERTabaporu) that
has been fine-tuned to each of these two individ-
ual tasks. Due to the 512-token input limitation in
BERT, these models are trained and tested at 10-
tweet batches, which are subsequently combined
to decide the final (user-level) class label according
to a majority vote. This procedure is repeated for
50 epochs using a random starting point within the
user’s timeline to select 10 consecutive tweets as
the input to the pre-trained BERT model, whose
final layer represents the actual text to be classi-
fied. This representation is fed into a Bidirectional
Long Short-Term Memory layer using RELu acti-
vation followed by a fully connected output layer
using softmax activation and dropout regularisation,
and using binary cross-entropy with balanced class
weights as a loss function. The model is trained in
a maximum of three epochs and, given 80% of all
tweets in the corpus are up to 30-tokens long, the
input to BERT is zero-padded to 30 tokens.

Finally, for the political alignment prediction
task, we simply used a vanilla BERT architecture
consisting of either of the two BERT models under
evaluation with softmax activation to produce the
output predictions.

5 Results

Table 4 summarises the results obtained by using
the general web-based BERTimbau model (Souza
et al., 2020) and our current, domain-specific Twit-
ter BERTabaporu model across tasks. In all cases,
we follow the existing train-test split available from
each corpus and report results over the test set.
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From these results we notice that domain-
specific BERTabaporu (right side of Table 4 out-
performs the more general BERTimbau model in
all tasks. The perceived gain is statistically signif-
icant at p < 0,001 according to a McNemar test
(McNemar, 1947) in all tasks except for the smaller
political alignment task, in which case results from
both models were found to be equivalent. This
outcome suggests that using a more genre-specific
pre-trained language model may indeed improve
results if compared to more general alternatives.

6 Final remarks

This paper introduced BERTabaporu, a BERT lan-
guage model pre-trained on Twitter data in the
Brazilian Portuguese language. Compared to pre-
vious work, the present models has been found to
outperform the best-known general-purpose model
for this language in three Twitter-related text clas-
sification tasks, namely, stance, mental health stat-
ues, and political alignment prediction, and may
be potentially useful to many others Twitter-related
applications in the Portuguese language.

As future work, we intended to extend
the present analysis by assessing the use of
BERTabaporu in other Portuguese NLP tasks.
Moreover, since the present model has been trained
on a considerably large dataset, there is the ques-
tion of whether BERTabaporu may be helpful even
in non-Twitter evaluation settings. An investigation
along these lines is also left as future work.
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