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Abstract

This paper presents a method for gen-
erating Wikipedia articles in the Hindi
language automatically, using Wikidata
as a knowledge base. Our method ex-
tracts structured information from Wiki-
data, such as the names of entities, their
properties, and their relationships, and
then uses this information to generate nat-
ural language text that conforms to a set
of templates designed for the domain of in-
terest. We evaluate our method by gen-
erating articles about scientists, and we
compare the resulting articles to machine-
translated articles. Our results show that
more than 70% of the generated articles us-
ing our method are better in terms of coher-
ence, structure, and readability. Our ap-
proach has the potential to significantly re-
duce the time and effort required to create
Wikipedia articles in Hindi and could be
extended to other languages and domains
as well.

1 Introduction

Being one of the largest collections of Human
Knowledge, Wikipedia is a widely-used,
multilingual online encyclopedia that relies
on volunteer contributors and an open col-
laboration model using a wiki-based editing
system. While research has shown success in
the multilingual aspect of Wikipedia, its local
language pages, particularly in Hindi, are lack-
ing. There are only 149,464 Hindi Wikipedia
pages, with an average length of fewer than
500 words, compared to 54,121,996 pages in
English Wikipedia.

The interlinking of language versions on
Wikipedia has undergone a significant over-
haul with the introduction of Wikidata, a
unified scheme that utilizes unique numbers
to identify entities and their properties. Wiki-
data is a collaboratively edited knowledge
base hosted by the Wikimedia Foundation,
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offering a common source of open data under
a public domain license that can be used by
Wikimedia projects and others. The data
in Wikidata is stored in the form of specific
IDs that serve as the base for the platform.
Each entity has a unique entity ID, which
is a number prefixed by a letter. Items
are prefixed with Q (e.g., Albert Einstein
(Q937)), properties are prefixed by P (e.g., an
instance of (P31)), and lexemes are prefixed
by L (e.g., L1). This can be seen in [1]. The
platform also includes a query service called
WDQS!, which allows users to run queries on
Wikidata’s extensive database using an RDF
triple store for SPARQL? queries against the
current data version.

A knowledge graph, also known as a se-
mantic network, is a visual representation of
connections among real-world entities, such
as objects, concepts, events, or situations.
The fundamental components of a knowledge
graph are nodes, edges, and labels. Nodes
represent any entity, whether it be a person,
place, or thing. KEdges, on the other hand,
indicate the association between two nodes.
Knowledge graphs are essential tools for ef-
fective knowledge management, and Wikidata
is a prime example of a knowledge graph.
In Wikidata, scientists (in our case) are the
nodes, with information on the scientist as
another node and the property as the edge.

Generating coherent and discourse-related
sentence-length natural language text in
different languages is now possible due to im-
proved computing power and model capacity.
However, generating multiple sentences that
display coherence and relevance to a topic
remains a challenge, especially in Scientific
domains, with minimal research done in
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Indian languages like Hindi. Our approach
focuses on generating such human-like Hindi
Wikipedia pages in the Scientist domain
with a minimum length of 500 words. This
project aims to surpass existing projects like
LSJbot? by generating longer documents that
encompass all relevant information.

This paper describes a model that gener-
ates template sentences using a dataset
specifically created from scratch. This dataset
incorporates data points from the Scientist
domain sourced from Wikidata. The template
sentences are manually crafted with key-value
placeholders filled using the dataset’s specific
data points. Following that, the sentences
undergo rearrangement based on a rule-based
system to generate an article. The paper also
introduces this dataset created in Hindi and
provides detailed insights into the nuances of
the template sentences model along with the
dataset construction process. This dataset
is comprehensive, containing Hindi key-value
pairs for 17,000 scientists who do not yet
have a Hindi Wikipedia page. We also believe
that our approach can be extended to other
domains provided relevant translations and
data are scraped for processing.

2 Related Work

Existing methods from Sauper and Barzilay
(2009) use the high-level structure of human-
authored texts to automatically induce a
domain-specific template for the topic struc-
ture of a new overview. While Song et al.
(2018), Ribeiro et al. (2019), and Guo et al.
(2019) focus on generating sentences, a more
challenging and interesting scenario emerges
when the goal is to generate multi-sentence
texts. Banerjee and Mitra (2016) introduces
WikiWrite, a system to author new articles on
Wikipedia automatically by obtaining vector
representations of the red-linked entities using
a paragraph vector model (Le and Mikolov,
2014) that computes continuous distributed
vector representations of varying-length texts.
The representations are then used to iden-
tify similar articles that currently exist on
Wikipedia. Rapp et al. (2012) used Wikipedia
articles in nine languages to identify word
translations through keywords and a word
alignment algorithm. Schamoni et al. (2014)
proposed to use links to retrieve Wikipedia
articles in English, similar to an article in

3https://en.wikipedia.org/wiki/Lsjbot
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German.

To the best of our knowledge, the research
conducted by Ribeiro et al. (2020) shows the
latest work that introduces a unified graph
attention network structure for investigating
graph-to-text models that combine global and
local graph encoders in order to improve text
generation. An extensive evaluation of their
models demonstrated that the global and
local contexts are empirically complementary,
and a combination can achieve state-of-the-
art results on two datasets. These models
substantially help in providing and enriching
Wikipedia Pages. Although these works carry
out some kind of matching across languages
and improve English Wikipedia, we could
not find references on creating Wikipedia
Pages for the Hindi Language. To the best of
our knowledge, we are the first to propose a
dataset and evaluate a method in this field.

3 Method

Our paper aims to make a Hindi Wikipedia
page citing all vital information important for
any domain-specific data point. We assumed
that relevant information on the particular
data point requested is available on the
Internet but scattered among several pages.

A specific domain (Scientists) is selected,
and a search for entities within that domain
is conducted in the desired language (Hindi)
using WDQS. This search yields a list of data
points related to scientists in the specified
domain, which can be downloaded in various
formats, such as JSON (in this case). To
make the data more easily readable, the
Python libraries JSON and QWikidata are
utilized. Upon decoding the data, each entity
consists of two main components: the child
and the child name. The child part contains
the Wikidata link associated with the entity,
while the child name corresponds to the name
of the entity as documented in Wikidata.
To extract the relevant details, the QID is
separated from the child and subjected to
further processing.

We have followed a four-tier process to
generate the article: Collecting Domain
Specific Key-Value pairs from Wikidata,
Preprocessing, Template Sentence Gen-
eration with Data Retrieval Techniques,
Features Addition & Final Wikipedia
Page Generation. Let us look into each of


https://en.wikipedia.org/wiki/Lsjbot

these in detail.

3.1 Collecting Domain
Specific(Biological Sciences)
Key-Value Pairs from Wikidata

Before we understand how we collected
the domain-specific data, it’s important to
understand the intricacies of choosing the
domain. Initially, we chose monuments as
our domain due to the low number of Hindi
Wikipedia articles in this category, with only
284 Hindi Wikipedia Pages compared to
11,524 English Wikipedia Pages. However,
as we reviewed the available data points, we
discovered that the content was inconsistent,
lacking coherence and detail, and there were
too few data points to establish a reliable
template.

After conducting research on various do-
mains, such as animals, films, birds, and
trees, we ultimately selected the Scientific
Person domain. This domain was ideal
because it contained English Wikipedia
pages for prominent scientists, botanists,
zoologists, and other scientific personalities
but no corresponding Hindi Wikipedia pages.
Additionally, this domain had a wealth of
existing Hindi Wikipedia data compared to
the Monuments domain. Once we finalized
the domain, we used Wikidata’s query service
called WDQS to form a preliminary dataset.
Querying data using WDQS and its SPARQL
technology requires unique identification of
domain properties and items, making query
writing a task that requires careful attention
to syntax dependencies.

The query service provided us with a
JSON file containing data on nearly 30,000
Wikipedia pages, of which 13,000 already had
existing Hindi Wikipedia pages. An image
showing how an actual Wikidata page looks
can be seen in Figure 1 in the Appendix.
This allowed us to focus on creating Hindi
Wikipedia pages for the remaining 17,000
entities within the Scientific Person domain.

3.2 Preprocessing

To obtain the key-value pairs for each sci-
entist, we had to understand how data is
stored in Wikidata and find the correct
approach to retrieve it. We found that for
each scientist, the pairs were embedded so
deeply that it required 6-7 nested iterations
to obtain the values. An example can be

13

seen in Figure 2 in the Appendix. Although
this process was time-consuming, we success-
fully obtained all the pairs for the 17,000
scientists. We then used various libraries like
QWikidata to convert these key-value pairs
into a human-readable format. We created a
main dictionary for each scientist, with their
name as the key and their key-value pairs as
a nested dictionary. Some of these nested
dictionaries contained English key-value pairs,
which were translated manually and combined
with the pre-existing Hindi pairs.

To ensure greater accuracy in translation, a
Hindi Domain Expert was consulted to trans-
late the English Key-Value pairs, as relying
solely on Google/Bing Translate would have
resulted in an approximate accuracy of 85%
(Dhariya et al., 2017), leading to inconsistent
translations in the final dataset. Since these
English Key-Value pairs were intermingled
with the Hindi and English Pairs, a separate
dictionary was created to store the pairs
that required translation. Translations were
recorded in an Excel file with the correspond-
ing sentence context, allowing for accurate
contextual translation.

An interesting example where the sen-
tence context played an important role would
be. Given Word: ”leaves”. Now, this
word, if given no context, could be translated
as " whereas if the context is given
saying ”He leaves for work”, the Hindi
translation for the same word comes out
to be completely different ie. "Fda ST
2" , and hence sentence context was used.
The task of back-propagating the translated
English Key-Value pairs from the Excel Sheet
to the original Hindi Key-Value pairs was
anticipated to be tedious and involved map-
ping and clear demarcations for each entity.
Despite incorporating these demarcations,
some errors were encountered while using
the pandas module. After extensive coding,
we were ultimately successful in placing the
translated English Key-Value pairs with the
existing Hindi Key-Value pairs in Wikidata
and were able to complete the dataset.

3.3 Template Sentence Generation
with Data Retrieval Techniques

Next, we focused on generating template sen-
tences, but first, we identified the crucial Key-
Value pairs for the Scientist Domain. Key
attributes such as Doctoral Advisor, Student,



Doctoral Student, Awards Won, and Field of
Work were considered essential. To extract
these pairs, we utilized two highly effective
relevance algorithms: TF-IDF and frequency
filtering. We’ll examine these techniques in
depth, detailing each of their contributions
toward identifying the most significant Key-
Value pairs for each scientist.

3.3.1 TF-IDF

TF-IDF is a statistical approach that mea-
sures the relevance of a word to a document
in a collection of documents. It calculates
the score by multiplying two metrics: the
frequency of the word in a document and
the inverse document frequency of the word
across the entire document set. A higher
score indicates greater relevance of the word
in the document. As our data had binary
values (0 or 1) for the presence or absence of
a key-value pair for a scientist, we shifted our
focus to document frequency. To determine
the relevance of each key-value pair for a
given scientist, we calculated the frequency of
each key-value pair across all 17,000 scientists,
dividing each frequency by the total frequency
of all keys in the data. We then sorted these
values in decreasing order to identify the
key-value pairs with the highest frequency.
This approach allowed us to gain a better
understanding of the significance of each
key-value pair, given the low likelihood of two
scientists sharing the same number of keys.

To prioritize the importance of least oc-
curring keys, we reviewed approximately 200
Hindi Wikipedia pages of scientists and com-
piled a list of keys that were not frequently
mentioned across all pages but were crucial
for a complete scientist profile. Examples
of such keys include: "\MIfdd fbam /"4 or
"BTA"> were important, and we decided to use
the IDF concept to include such keys as well.
To get rid of the other keys which did not
affect the quality of the page and also those
for which the frequency was extremely low,
we used Frequency Filtering, which we will
discuss next.

3.3.2

Frequency filtering is a technique used to
eliminate stopwords, which are commonly
used words that do not provide much meaning
in a text. The objective is to avoid diluting

Frequency Filtering

“Nominated for
SStudent
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the importance of less frequent but more
meaningful words. It is indirectly employed
by TF-IDF to determine the significance of a
word in a document.

We applied the concept of frequency fil-
tering to our data by examining the list
of relevant keys sorted by frequency using
TF-IDF. To utilize frequency filtering, we
established a threshold by analyzing 200
Hindi Wikipedia pages, similar to our earlier
approach. Following a comprehensive analy-
sis, we determined a limit for the number of
keys to include in our dataset. We set the
threshold for the maximum number of keys to
25, aligning with our primary goal of ensuring
that each scientist’s profile comprised at
least 500 words (provided there was sufficient
information available on Wikidata). Any keys
exceeding the limit were excluded from our
dataset.

Upon completion of the aforementioned
procedures, we successfully compiled a list
of the top 20-25 most relevant and essential
Key-Value pairs for each scientist. However,
for some scientists, due to limited information
available on Wikidata, only 10-15 pairs could
be extracted. Nevertheless, we ensured that
all available information on Wikidata for
such scientists was incorporated into their
Wikipedia page. We now proceed to the
Template Sentence Generation section.

3.3.3 Template Sentence Generation

With the top 20-25 most significant key-value
pairs in hand, we proceeded to generate
template sentences. This selection made the
process of constructing template sentences
more straightforward, as we only had to focus
on these keys to create the sentences. The
placeholders in these sentences would then be
substituted with the unique values of the keys
for each scientist. To generate the template
sentences, we adopted a unique approach,
starting with the most complicated sentences,
followed by less complicated ones, and so on.
The upcoming paragraph elaborates on this
method.

To ensure that the Wikipedia page was
as informative and linguistically sound as
possible, we opted to merge some of the
related keys and create a sentence out of
them. For instance, keys such as:



{({mmaEmle, (9= fafy)

T} )8

and {{SH

when used separately would result in 3
different sentences like

1. a8 U UiAg {({gaama}} o |, °
2. 98 {{I fafd}} srdergs & |, 1° and

3. ST A { (S T} } Ser H gar o |1

where {{&eE}), ({8 fAfd}} and ({574
TYF}}  are placeholders for the respective
scientist key-value pairs, but if we employ
our technique, we will get one sentence that
is able to tell us the same information as
mentioned in the above sentences:

I8 U URg ({Taar)) o fSFer S {({(S
fAfr}} 1 ({577 e} } <o gom o | 12

Recognizing the advantages of utilizing
complex sentences, we embarked on identi-
fying pairs of keys that could be combined
to form coherent and meaningful sentences.
Through our analysis, we discovered several

pairs that aligned well together. Here are a
few examples:
1. {{AmRe&an}}13,  ({Scientist}}, {{ATIH-

T} 114, and {{dife goif /Surfer} } 15,

2. {{Scientist}}, {{@RF Ta}}le, ({f-
W1}, and {{US TR M} )18

Based on the above keys, below are the sen-
tences using these keys:

1. {{AmRear}} & Yar {gU/8S) {{Scientist}}

{ (g} } (/1) e 5E]
{alivestatus/wgop} 3R 3 T T
(e it /Surfery ) &t et ot o & | 29

0ccupation

"Birth Date

8Birth Place

°He/She was a famous {Occupation}
1%He /She was born on {Birth Date}
He /She was born in {Birth Place}

12He /She was a famous {Occupation} who was born on
{Birth Date} in {Birth Place}

Bcitizenship

Alma mater
5Academic Degree
*®Work Place

Employed

Bposition of Employment

19{Scientist}, born in {citizenship}, was an alumnus of
{AIma Mater} and went on to receive a degree in {Academic
Degree}
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2. {{Scientist}} @ PRRYA {{PR FUA})
{alivestatus), 3R T8 {({FARA1}} & UH
{({t& R R} & H4 4 A HRRA

{alivestatus/wgop} | 20

An important thing to note here is that while
making the above template sentences, we had
to take care of various Hindi Syntactic Rules.
For example, just to compare, in English, the
translation for Sentence 1 would be ”Born
in {Place}, {Scientist} was an alumnus
of the {Alma-Mater} and went on to
earn a {Academic Degree}” where the
placeholders {Place}, {Scientist}, {Alma-
mater} and {Academic Degree} are the
English translations of the main four keys in
Sentence 1.

Here, we see an interesting difference; in
the case of the English Sentence, the gen-
der of the Scientist will not play any role
whatsoever in the formation of the sentence.
Be it a male or a female scientist; the sen-
tence remains the same. However, the same
sentence in Hindi changes drastically with
the gender as {2/eft}(This is represented
by {alivestatus} in our case), {gU/§s} and

{éﬁ/ b} placeholders also need to be added
and changed according to the gender of the
scientist. While it is important to consider
these nuances, for the purpose of this expla-
nation, we will temporarily set them aside
and address them in a later section. For now,
let us focus on the four major keys, namely:

{(FR&a}),  {{Scientist}},  {{ArgEeRm}),
and {{9f&® =orf /SUTf}}  which have been

embedded in Sentence 1 within double curly

brackets ({{}}).

These two sentences in a Hindi Wikipedia
page offer a deeper understanding of the
language’s complexity by conveying multiple
points of information. We used this approach
for all 20-25 keys and generated 11 coher-
ent sentences that combined multiple keys.
Additionally, we applied P&C concepts to
create sentences with fewer complexities but
multiple keys. Sentence 1 above contains
three keys, and using P&C concepts, we could
create three sentences by using any two of
the three keys. Therefore, we obtained the
following three sentences with every two out

of the three keys:({{fMTR&dT}}, {{W‘x’ﬂ}},

20(scientist}'s place of work was {Work Place} and
she was employed at {Employer} as a {Position of
Employment}



and {{2f&® a1t /sufa})) -

L9  {(fAFRem} & RS
{alivestatus/wgop} IR T {{ATgEw}}
(/1) LTLET © A {alivestatus/wgop} | 21

2. S e ({3farp ot /3urfer} ) i feft off e
& {alivestatus/gen} 3iR I8 {{FTcRiver}}
(/&) gd & ot {alivestatus/wgop} |22

3. g8 {{:“ ehell} } {%ﬁ/iﬁ} ANTRD
{alivestatus/wgop} S {({¥-
i A SR L &

{alivestatus/gen} | 23

Since these sentences sounded naturally
coherent and were linguistically sound, they
were deemed suitable for use on the Hindi
Wikipedia page. To replicate this success, we
created multiple variations of the original 11
sentences. For example, If a sentence had
three keys originally, we made three sentences
with two out of those three keys, or if one of
the 11 sentences had five keys, we made ten
sentences (5o, = 10 sentences), and so on.
After this process, we generated 80 template
sentences created through P&C of the original
11 sentences.

Upon reviewing the dataset, we realized
that certain scientists did not possess even
two out of the three keys. Consequently, if
we failed to create a sentence using the one
key they did have, we would lose valuable
information about those individuals. There-
fore, we concluded that in addition to the 11
triple-key and 80 double-key sentences we had
generated, we needed to develop additional
sentences that accounted for such scenarios.
To minimize the level of risk, we opted to
create single key sentences based on the 11
sentences we initially developed, resulting
in nearly 60 additional sentences. In total,
we ended up with 160 template sentences.
An image, for another example, showing the
three types of sentences created can be seen
in Figure 3 in the Appendix.

We now needed to consider the nuances
of gender we talked about previously before
creating the Wikipedia pages. We examined

21He /She was a citizen of {Citizenship} and he/she was
an alumnus of {Alma Mater}

22He /She obtained a degree in {Academic Degree} and
he/she was an alumnus of {Alma Mater}

ZHe/She was a citizen of {Citizenship} and he/she
obtained a degree in {Academic Degree}
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the Wikidata pages and found the "fef" 2

key for each scientist, which we used to
determine whether a scientist was male or
female. Based on this, we created placeholders
for words that varied with gender, such as
'y / ofY (represented by alivestatus in our case),
§Q/§§ and 33/2%[ . We then filled these
placeholders with the appropriate gender-
based choice for each scientist. The following
examples illustrate this process. For instance,
we took two scientists from our dataset,
Frank Malina and Rosina M. Bierbaum.
Frank Malina’s country of citizenship/place
is the USA; alma mater is Texas A&M
University, and academic degree is Doctor
of Philosophy, while Rosina M. Bierbaum’s
country of citizenship/place is the USA, alma
mater is Stony Brook University, and
academic degree is Doctor of Philosophy.
After filling in this information, we obtained
the following sentences:

1. USA H U1 g7 "thep HefT" "CerdTe AM -
fafidl” & qd B o iR M Fdd =
"SiaeR 3 Herawhr' @i feuft +ff e &t |, 25

2. USA ¥ UaT g5 "R 7 RAM" "G ¥
IFafIE 6 gd B off 3iR o1 Tt IaiA
"STaeR AT Berwhl” Bl St ot g &1 | 26

As one can notice, there are stark differences
in the way Hindi handles gender, with the
placeholders like '§§', gV, ¥, B changing
according to if the Scientist is a male or fe-
male. We coded the same for all 17000 Scien-
tists and identified all the Gender information
for the same. Thus, finally, after all such nu-
ances were dealt with, we had 160 template
sentences in our hands, and we now moved on
and were ready for the Feature Addition and
Final Template Pages Generation Step.

3.4 Features Addition & Final
Wikipedia Page Generation

This section is divided into two parts: Feature
Addition, which covers the additional features
added to complete the template sentences, and
Final Wikipedia Page Generation, which ex-
plains the rule-based system used to determine

24gender

25Born in USA, "Frank Malina" was an alumnus of "Texas
A&M university" and later went on to obtain a degree in
"Doctor of Philosophy”

26Born in USA, "Rosini M Bierbaum" was an alumnus of
"Brook University" and later went on to obtain a degree in
"Doctor of Philosophy”



the order of the template sentences and how
the page was ultimately created.

3.4.1 Feature Addition

We reviewed existing Hindi Wikipedia pages of
scientists and compared them to our template
sentences. We also searched Wikidata to find
additional information to make our pages more
informative. We discovered that certain keys,
such as ”Award Received” or ”Date of
Birth and Date of Death”, had values and
references that linked to other Wikidata pages
with valuable information. For instance, the
Wikidata page for Nobel Prize was linked to
the Wikidata page for the Award Received
key and provided details on why and for what
reason the award was given. Though access-
ing information through Wikidata’s complex
format was challenging, we persevered to ac-
cess these Wikidata pages.

We also decided to add the ”Alive Status” key
to our data, as the Hindi language encodes a
person’s living or deceased status, which af-
fects sentence endings like % T, ' or oft,
Building on this information, we can also see
that if we talk about a person who is no longer
living, there are three types of the ending of
a sentence, namely T or o or 'off' which fur-
ther encodes gender and respect as well. For
Females, we take '&ft' . For Males, we use '@
. Even further, Hindi also has a respect hon-
orific it uses to give respect to either a reputed
personality or a great scientist. We use the
third type to display respect: 9. To address
this, we added Date of Death and Birth in-
formation to our template sentences to detect
appropriate sentence endings for each scientist
automatically. Since we had already obtained
this information, we only needed to check if the
Date of Death key existed for each scientist. If
not, we assumed they were still alive. Using
this information, we added the final feature to
the template sentences, successfully complet-
ing the task.

3.4.2 Final Hindi Wikipedia Page
Generation

Before creating the final Hindi Wikipedia page
from our template sentences, we developed
a rule-based system to determine the order
and type of sentences to use. We used the
different kinds of sentences we created to help
us achieve this (Section 3.3.3).

We decided to start the Wikipedia page
with a complex, multi-key sentence to show-
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case our natural language understanding. To
account for situations where a scientist did not
have all the keys required for the multi-key
sentence, we had two-pair and single-pair
sentences as backups. If the scientist did
not have the key at all, we excluded that
information from the sentences. This ensured
that all available information was used to
create sentences for the Wikipedia page.

To determine the order of the sentences,
we used a weighted metric that assigned
higher points to important keys such as
Award Received, Date of Birth and Death,
Doctoral Advisor, Student, and Academic
Degree.  Keys like Spouses and Children
were given lower points. Additionally, the
natural flow of information was taken into
consideration, starting with introducing the
scientist’s profession, then providing their
Date of Birth and Death, followed by their
academic qualifications and awards. If the
scientist had received any awards or nomina-
tions, the reasons behind them were explained
next. Finally, their family and eventual death
were discussed, with rules in place to correlate
the two.

When this was mathematically ascertained,
we came up with an order of sentences that
we felt justified our observations and gave a
deeper natural understanding of the Hindi
Language. We also followed the system to
go for the double pair sentences and single
if needed. An interesting case describes our
process:

In the sentence order, we determined that the
first sentence for a scientist would include
Date of Birth, Place of Birth, and Occupation.
The second sentence would contain Academic
Degree, Country of Citizenship, and Alma
Mater. However, if the scientist doesn’t have
the Place of Birth key, we prioritize the
double pair sentence that combines Profession
and Country of Citizenship, writing it as the
first sentence instead. The second sentence
remains the same. Similarly, if the Date of
Birth key is also missing, we select the single
pair sentence that includes Occupation as
the starting sentence, followed by the second
most complex sentence. If none of these three
keys exist for the scientist, we choose the
second most complex sentence as the starting
sentence. This process continues until all 11
triple-pair sentences are utilized.



Finally, we utilized these sentences to
generate the final automatic Hindi Wikipedia
page using a program. By inputting a scien-
tist’s name from our dataset, the program
would automatically create a file that filled in
all the relevant information for that scientist.
This page can be further enriched by the
Wikipedian community.

4 Results

We successfully generated Hindi Wikipedia
pages for scientists who did not have one,
despite having pages in other languages. The
sample template Hindi Wikipedia page is
publicly available at this link?”. We compiled
all available information on each scientist and
incorporated it into their respective Hindi
Wikipedia pages.

We have also created a wvaluable resource
in the form of a dataset consisting of 17,000
entities. The dataset is divided into 1,700
files, each containing information on 10
scientists presented as key-value pairs under
their respective names. The dataset and
the corresponding code can be found at this
link. In the next section, we demonstrate
how we evaluated our work by comparing it
to existing machine translation outputs from
English to Hindi.

5 Human Evaluation

To evaluate our work, we enlisted 20 English-
Hindi bilinguals and provided them with 2
sets of 50 articles each of 50 scientists. One
set is machine-translated using Wikipedia’s
in-built translator, while the second set was
created using our template approach. Each
Scientist has been vetted by 3 different work-
ers. We then did a comparative analysis by
creating a survey that hinged on 4 key points
on a scale of 1-5. These points were based
on the word level, sentence level, discourse
level, and overall level of the articles, and the
results were tabulated. The following link
28 shows the questionnaire for the research
survey conducted.

Out of the 50 articles given, 40 articles
that were generated using our method re-

2TFor anonymity, we have uploaded the article using
an anonymous identity.

281t is ensured the linked document does not breach
the anonymity clause of the double-blind review pro-
cess
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ceived more points on the scale compared to
the machine-translated articles. The following
link displays some of these Scientists, with
the last column displaying the better output
between Template Driven Output & Machine
Translation Output. Based on the question-
naire that details the intricacies on word,
sentence and overall context level, the scores
are compared and the results show that our
method has indeed produced better results in
terms of readability, coherence, and structure
of the articles.

6 Future Work

We recognize that there is a significant lack
of Wikipedia pages in other Indian languages,
such as Tamil, Telugu, and Gujarati, among
others. We believe that our methodology can
be extended to these languages if the appro-
priate data is available, pre-processed in ac-
cordance with our code requirements, and, if
necessary, the template sentences are written
or transliterated from Hindi to the target lan-
guage.

We also anticipate that a Table-To-Text ma-
chine learning model can be applied to the
dataset to generate articles in the required lan-
guage, which would speed up the process even
further. This would eliminate the need to cre-
ate template sentences as the model would au-
tomatically generate the article based on the
information in the dataset. However, these
generated articles would still require manual
vetting due to learning bias. In addition
to creating Wikipedia pages, we believe that
our dataset can be utilized for various linguis-
tic tasks, such as enhancing current machine
translation tasks and improving natural lan-
guage generation models since we provide pre-
processed data for 17,000 entities.

References

Siddhartha Banerjee and Prasenjit Mitra. 2016.
Wikiwrite: Generating wikipedia articles automat-
ically. In Proceedings of the Twenty-Fifth Interna-
tional Joint Conference on Artificial Intelligence,
IJCAI'16, page 2740-2746. AAAT Press.

Omkar Dhariya,  Shrikant Malviya, and
Uma Shanker Tiwary. 2017. A hybrid ap-
proach for hindi-english machine translation.
2017 International Conference on Information
Networking (ICOIN), pages 389-394.

Zhijiang Guo, Yan Zhang, Zhiyang Teng, and Wei
Lu. 2019. Densely connected graph convolutional


https://hi.wikipedia.org/wiki/बेंजामिन_थॉम्पसन
https://github.com/aditya3498/Automatic_Hindi_Wikipedia_Generation
https://docs.google.com/document/d/1SeotAdwBV3w0INyH5NLpM1HnNLgojvgk8LARZhIVYgU/edit?usp=sharing
https://rb.gy/2wy9v

networks for graph-to-sequence learning. Transac-
tions of the Association for Computational Linguis-
tics, 7:297-312.

Quoc V. Le and Toméas Mikolov. 2014. Dis-
tributed representations of sentences and docu-
ments. CoRR, abs/1405.4053.

Reinhard Rapp, Serge Sharoff, and Bogdan
Babych. 2012. Identifying word translations from
comparable documents without a seed lexicon. In
Proceedings of the Eighth International Conference
on Language Resources and Evaluation (LREC’12),
pages 460-466, Istanbul, Turkey. European Lan-
guage Resources Association (ELRA).

Leonardo FR Ribeiro, Claire Gardent, and Iryna
Gurevych. 2019. Enhancing amr-to-text gener-
ation with dual graph representations. arXiv
preprint arXiv:1909.00352.

Leonardo FR Ribeiro, Yue Zhang, Claire Gardent,
and Iryna Gurevych. 2020. Modeling global and
local node contexts for text generation from knowl-
edge graphs. Transactions of the Association for
Computational Linguistics, 8:589-604.

Christina Sauper and Regina Barzilay. 2009. Au-
tomatically generating Wikipedia articles: A
structure-aware approach. In Proceedings of the
Joint Conference of the 47th Annual Meeting of the
ACL and the 4th International Joint Conference on
Natural Language Processing of the AFNLP, pages
208-216, Suntec, Singapore. Association for Com-
putational Linguistics.

Shigehiko Schamoni, Felix Hieber, Artem Sokolov,
and Stefan Riezler. 2014. Learning translational
and knowledge-based similarities from relevance
rankings for cross-language retrieval. In Proceed-
ings of the 52nd Annual Meeting of the Association
for Computational Linguistics (Volume 2: Short
Papers), pages 488-494.

Linfeng Song, Yue Zhang, Zhiguo Wang, and
Daniel Gildea. 2018. A graph-to-sequence model
for amr-to-text generation. arXiv preprint
arXiv:1805.02475.

19


http://arxiv.org/abs/1405.4053
http://arxiv.org/abs/1405.4053
http://arxiv.org/abs/1405.4053
http://www.lrec-conf.org/proceedings/lrec2012/pdf/888_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2012/pdf/888_Paper.pdf
https://aclanthology.org/P09-1024
https://aclanthology.org/P09-1024
https://aclanthology.org/P09-1024

A Appendix

tern  Disci Read Wiew history
WIKIDATA )
Guido van Rossum (50042
hlan pags Dutch programmer and creator of Pythan
Comimiufily paria
Project chal * In mare languages
Create a new liem -
Creabe a new Laxama R
B Language Labe Descriplion Also
scent change i
REndom |iem English Guido van Rossum Dulch programmer and creator of Python
Cuiery Senvice _
Mearby Spanish Guido van Rossum clentifics de la compulaciin, conocida por
Hel ' ser el aulor del kenguaje de programacion
Donate Fythan
31t
Printiexport Traditional
Chinese
Creata a book
Dowwnload as PO Chinese =& TEERE Guid
Prirtable version =
Tacis All entered languages
WWhat links here
Ridabid change
Special pages m]
&l pag Statements
Permanant link
Fage infoernation nstance of ® human Aedil
Concapl UR
Cite this page
reference
+ 30d value

Figure 1: This is how an actual Wikidata Page looks on the internet

>>> from qwikidata.linked_data_interface import get_entity_dict_from_api

>>> x = get_entity dict_from_api('Q7504')

>>> x['claims']

{'P640"': [{'mainsnak': {'snaktype': 'value', 'property': 'P640', 'hash': '2fe5d458268f2
52f4ff5a0bd1626cbcOe5ca2led’, 'datavalue’: {'value': '19800035/221/296095', 'type': 'str
ing'}, 'datatype': 'external-id'}, 'type': 'statement', 'id': 'Q7504$91d55295-41bl-f411
-5a44-5fc4c4ff9471', 'rank': 'normal'}], 'P25': [{'mainsnak': {'snaktype': 'value', 'pr
operty': 'P25', 'hash': '171ce62845lec7d347dd429af093cea2a814d3c2', 'datavalue': {'valu
e': {'entity-type': 'item', 'numeric-id': 7186, 'id': 'Q7186'}, 'type’': 'wikibase-entit
yid'}, 'datatype': 'wikibase-item'}, 'type': 'statement', 'id': 'q7504$FD87A7F1-0FFD-47
E4-A6BA-22D995A482A9', 'rank': 'normal'}], 'P22': [{'mainsnak': {'snaktype': 'value', '
property': 'P22', 'hash': 'd3c681121430d24c6d50e8f4c6dd1652a2d2b307', 'datavalue': {'va
lue': {'entity-type': 'item', 'numeric-id': 37463, 'id': 'Q37463'}, 'type': 'wikibase-e
ntityid'}, 'datatype’': 'wikibase-item'}, 'type': 'statement', 'id': 'q7504$8D3321BF-307

Figure 2: A screenshot showing how Wikidata stores QID information of a Scientist and the level of
pre-processing required to attain the important information.
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aE {{® = }} {@/a1} B {alivestatus/wgop} |
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aE {{Sidcic BA} } {$/E1} Sacee Tsase {alivestatus/wgop} |
Fih Sigevdl Usasa { {Siacie Toear} } {alivestatus/wgok} |

"{{Scientist} } & faerm {{& & }} {alivestatus/wgok}, Sfacic Teargue { {Siaec Tazar}} {alivestatus/wgok} 3t a8 wad
{{Staewe v} )} {¥/F} Sacie tsarger, o {alivestatus/wgop}',

"{{Scientist} } T Sfaevc vsasay { {Sfacic Tomar}} {alivestatus/wgok} 3R a8 W@ {{Sfacye B9} )} {361} Slacie vsasen
B & | aryr { {9} } @ @ew o {alivestatus/wgop},

"{{Scientist} } & faem {{& 5= }} {alivestatus/wgok}, Siacie tsarsar { {Siaeic Teear}} {alivestatus/wgok} iR a8
{{®E}} & fAem@ off {alivestatus/wgop}',

'{{Scientist}} & féter® {{& 5 }} {alivestatus/wgok} 3ik 98 T { {Siqee o1} } {H/F1} Staese Tsarges e & a1 |2
{{®m}} & fAem off {alivestatus/wgop}',

"{{Scientist} } & Saeve Tsase { {Siacie TamEar}} {alivestatus/wgok} 3k a8 v {{Siaee v} } {36} Siacie tsaseR
#t {alivestatus/wgop}',

"{{Scientist} } & Siaeve Tsase { {Siacie Tamwar}} {alivestatus/wgok} 3R S5 aeman, a8 {{o=}} {&/H]} fHam o
{alivestatus/wgop}',

"{{Scientist}} @& {{Sfacc @A} } {H/F} Shewe tsaEer {alivestatus/wgop}, 3R 85 srerar, 57 fag® {{H o }}
{alivestatus/wgok}', _ _ o ®

{{Scientist}} & féte@ {{F v }} {alivestatus/wgok} 3i® a8 {{B=}} {&/f} f@em ot {alivestatus/wgop} 1= 556 anemar
Ip Siree Teargor, { {Sideve Teear} } {alivestatus/wgok} 3k a8 o { {Siaeve vA}} {@/dt} Sfacie tsarger ot

{alivestatus/wgop} |

Figure 3: A screenshot displaying the three different kinds of sentences created using P&C combinations
of the keys from the main sentence at the bottom.
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