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Abstract

Recent studies have shown that hate speech
technologies may propagate social stereotypes
against marginalized groups. Nevertheless,
there has been a lack of realistic approaches
to assess and mitigate biased technologies. In
this paper, we introduce a new approach to ana-
lyze the potential of hate-speech classifiers to
reflect social stereotypes through the investi-
gation of stereotypical beliefs by contrasting
them with counter-stereotypes. We empirically
measure the distribution of stereotypical be-
liefs by analyzing the distinctive classification
of tuples containing stereotypes versus counter-
stereotypes in machine learning models and
datasets. Experiment results show that hate
speech classifiers attribute unreal or negligent
offensiveness to social identity groups by re-
flecting and reinforcing stereotypical beliefs
regarding minorities. Furthermore, we also
found out that models that embed expert and
context information from offensiveness mark-
ers present promising results to mitigate social
stereotype bias towards socially responsible
hate speech detection.’

1 Introduction

While Artificial Intelligence (Al) technologies have
generated unprecedented opportunities for society,
they have also introduced new forms of perpetu-
ating inequality and heightened threats to human
rights and well-being (UN, 2023).

In this context, the investigation of Hate Speech
(HS) is undoubtedly important since the propo-
sition of automated systems has implications for
unprejudiced societies. Nevertheless, researchers
have constantly observed that these technologies
are being developed with scarce consideration of
their potential social biases, which may perpetu-
ate social inequalities when propagated at scale

'"Warning: This paper contains examples of offensive
content and stereotypes. It does not reflect our way of thinking.

Examples Classes
They’ve been known to disregard people Hate

who march in Gay Pride parades. Speech
They’ve been known to disregard people Non-Hate
who march in Christmas parades. Speech
They’ve been known to disregard people Non-Hate
who march in parades. Speech
We can’t go to that one in this Mexican Non-Hate
neighborhood. You might be robbed. Speech
We can’t go to that one in this Canadian Hate
neighborhood. You might be robbed. Speech
We can’t go to that one in this neighbor- Hate
hood. You might be robbed. Speech

Table 1: Stereotype Bias in Hate Speech Detection.

(Davani et al., 2023; Blodgett et al., 2020; Chuang
et al., 2021; Xia et al., 2020; Wiegand et al., 2019;
Sap et al., 2019; Bordia and Bowman, 2019; David-
son et al., 2019). For example, Table 1 shows that
the hate speech classifier attributed unreal offen-
siveness to the first example only due to the ex-
pression “Gay Pride”, which represents a social
identity® group. We observe that in the second ex-
ample, the expression “Gay Pride” was replaced by
“Christmas”, and in the third example, they were
removed. The second and third examples were
classified as non-hate speech, and the first one was
classified as hate speech. Furthermore, the hate
speech classifier neglected the offensiveness of the
fourth example only due to the term “Mexican”.
According to Warner and Hirschberg (2012),
hate speech is a particular form of offensive lan-
guage that considers stereotypes to express an ideol-
ogy of hate. A stereotype is an over-generalized be-
lief about a particular group of people (e.g., Asians
are good at math or African Americans are ath-
letic), and beliefs (biases) are known to target social
groups (Nadeem et al., 2021). Social and stereotyp-

2Social identity is a theory of social psychology that offers
a motivational explanation for in-group bias.
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ical biases are forms of discrimination against a so-
cial group based on characteristics such as gender,
sexual orientation, religion, ethnicity, etc. (Fiske,
1993; Sahoo et al., 2022).

Hate speech technologies reflect social stereo-
types due to bias in the training data (Davidson
et al., 2019; Yoriik et al., 2022) triggered early
from human annotation (Wiegand et al., 2019), in
the text representations that learn normative social
stereotypes associated with systematic prediction
errors (Davani et al., 2023), and also due to missing
context information (Davidson et al., 2019). For
example, if “programmer” appears more frequently
with “he” than “she” in the training data, it will
create a biased association to “he” compared with
“she” in the model (Qian, 2019). In the same set-
tings, if “African American” appears frequently
associated with vocabulary related to baseball and
violence, the model will potentially learn this as-
sociation from the training data. Therefore, both
examples demonstrate the harmful potential of HS
classifiers reflecting different types of social stereo-
typical beliefs that may negatively influence peo-
ple’s perception of marginalized groups.

State-of-the-art analysis of social stereotypes
in Hate Speech Detection (HSD) is definitely an
under-explored issue. Recently, a few works have
analyzed social stereotypes bias in (i) text repre-
sentation, which maps textual data to their numeric
representations in a semantic space, and (ii) human
annotations, which represent subjective judgments
about hate speech in text content, constituting the
training dataset. Therefore, in both cases, social
stereotypes may be included in the final trained
model (Davani et al., 2023; Elsafoury, 2022). A
recent study proposed by Davani et al. (2023),
concluded that hate speech classifiers can learn
normative social stereotypes once their language
mapping to numeric representations is affected by
stereotypical co-occurrences in the training data.

The social psychology literature suggests that
one of the most effective ways to reduce bi-
ased thinking is countering stereotypical beliefs
with counter-stereotypes (also known as anti-
stereotypes) (Fraser et al., 2021). For instance,
once a human is asked to classify a tuple contain-
ing social stereotypes and counter-stereotypes, and
the result is a distinctive classification, it evidences
biased stereotypical beliefs. In this same setting,
Finnegan et al. (2015) proposed experiments in
which participants were shown stereotypical and

counter-stereotypical images of socially-gendered
professions (e.g., a surgeon is stereotypically male,
and a nurse is stereotypically female). They re-
versed the genders in the counter-stereotypical im-
ages and then measured their gender bias in a
judgment task. Results showed that exposure to
counter-stereotypical images significantly reduced
gender normative stereotypes. Finally, in de Vas-
simon Manela et al. (2021), Blair IV (2001), and
Nilanjana and G. (2001), the authors also used the
same strategy to mitigate socially biased thinking.

In this paper, we study the potential of HS classi-
fiers to reflect social stereotypes against marginal-
ized groups. We propose a new approach, entitled
Social Stereotype Analysis (SSA), which consists
of analyzing stereotypical beliefs by contrasting
them with counter-stereotypes. We first implement
HS classifiers using different Machine Learning
(ML) text representations in two different datasets
in English and Portuguese, composed of Twitter
and Instagram data. Then, we assess the poten-
tial of these models to reflect social stereotypes
through a distinctive analysis of tuples containing
stereotypes versus counter-stereotype. The results
demonstrate that HS classifiers may provide unreal
or negligent offensiveness classification to social
identity groups, hence reflecting and reinforcing
social stereotypical beliefs against marginalized
groups. Finally, based on our findings, ML models
that embed expert and context information from
explicit and implicit offensiveness markers present
promising results towards mitigating the risk of HS
classifiers propagating social stereotypical beliefs.
Our contributions may be summarized as follows:

* We study and empirically analyze the potential
of HS classifiers to reflect social stereotypes
against marginalized groups.

* We provide a set of experiments with differ-
ent ML models in two languages (English and
Portuguese). The datasets and code are avail-
able?, which may facilitate future research.

* We propose a new approach for assessing the
potential of HS classifiers to reflect social
stereotypes. Our approach consists of ana-
lyzing whether HS classifiers are able to clas-
sify tuples containing stereotypes and counter-
stereotypes in the same way. Otherwise, they
are potentially biased.

*https://github.com/franciellevargas/
SSA
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2 Related Work

Bias in Human-Annotation and Datasets: Bias
may be triggering early from human annotation.
As a result, biased datasets propagate their social
bias through data training. According to Vargas
et al. (2022), a strategy based on a diversified pro-
file of annotators (e.g. gender, race-color, political
orientation, etc.) and balanced variables during the
data collection should be adopted to mitigate social
biases. Furthermore, they proposed an annotation
schema for hate speech and offensive language de-
tection in Brazilian Portuguese towards social bias
mitigation. Davidson et al. (2019) analyzed racial
bias by training classifiers in HS datasets of Twitter
in order to identify whether the tweets written in
African-American English are classified as abusive
more frequently than tweets written in Standard
American English. As a result, this phenomenon
widely-held beliefs about different social categories
and may harm minority social groups. Sap et al.
(2019) investigated how social context (e.g., di-
alect) can influence annotators’ decisions leading to
racial bias that may be propagated through models
trained on biased datasets. Wiegand et al. (2019)
discussed the impact of data bias on abusive lan-
guage detection highlighting weaknesses of differ-
ent datasets and its effects on classifiers trained on
them. Based on this work, Razo and Kiibler (2020)
analyzed different data sampling strategies to inves-
tigate sampling bias in abusive language detection.
Dinan et al. (2020) analyzed the behavior of gender
bias in dialogue datasets and different techniques to
mitigate gender bias. Towards reducing the lexical
and dialectal biases, Chuang et al. (2021) proposed
the use of invariant rationalization to eliminate the
syntactic and semantic patterns in input texts that
exhibit a high but spurious correlation with the
toxicity labels. Wich et al. (2021) investigated
annotator bias in abusive language data, resulting
from the annotator’s personal interpretation and
the intricacy of the annotation process, and pro-
posed a set of methods to measure the occurrence
of this type of bias. Ramponi and Tonelli (2022)
evaluated rigorously lexical biases in hate speech
detection, uncovering the impact of biased artifacts
on model robustness and fairness and identifying ar-
tifacts that require specific treatments. Davani et al.
(2023) analyzed the influence of social stereotypes
in annotated datasets and automatic identification
of hate speech in English.

Bias in Text Representation: Bias is also found

in classical and neural machine learning-based
models, which often fail to mitigate different types
of social bias. Park et al. (2018) analyzed gender
biases using three bias mitigation methods on mod-
els trained with different abusive language datasets,
utilizing a wide range of pre-trained word embed-
dings and model architectures. Due to the exis-
tence of systematic racial bias in trained classifiers,
Mozafari et al. (2020) presented a bias allevia-
tion mechanism to mitigate the impact of bias in
training data, along with a transfer learning ap-
proach for the identification of hate speech. Wich
et al. (2020) analyzed the impact of political bias
on hate speech models by constructing three politi-
cally biased datasets and using an explainable Al
method to visualize bias in classifiers trained on
them. Manerba and Tonelli (2021) proposed a fine-
grained analysis to investigate how BERT-based
classifiers perform regarding fairness and bias data.
Elsafoury et al. (2022) measured Systematic Offen-
sive Stereotyping (SOS) in word embeddings. Ac-
cording to the authors, SOS can associate marginal-
ized groups with hate speech and profanity vocab-
ulary, which may trigger prejudices and silencing
of these groups. Sahoo et al. (2022) proposed a
curated dataset and trained transformer-based mod-
els to detect social biases, their categories, and
targeted groups from toxic languages. Elsafoury
(2022) analyzed the biases of hate speech and abuse
detection state-of-the-art models and investigated
other biases than social stereotypical.

3 Definitions

Here, we describe in detail the definitions of hate
speech and social stereotypes used in this paper.

Hate Speech: We assume that offensive lan-
guage is a type of opinion-based information
that is highly confrontational, rude, or aggressive
(Zampieri et al., 2019), which may be led explic-
itly or implicitly (Vargas et al., 2021; Poletto et al.,
2021). In the same settings, hate speech is a partic-
ular form of offensive language used against target
groups, mostly based on their social identities.

Social Stereotypes: Stereotypes are cognitive
structures that contain the perceiver’s knowledge,
beliefs, and expectations about human groups (Pef-
fley et al., 1997). Stereotypes can trigger positive
and negative social bias, which refers to a prefer-
ence for or against persons or groups based on their
social identities (Sahoo et al., 2022).
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4 The Proposed Approach

4.1 Motivations

While social stereotype bias in HSD has become a
relevant and urgent research topic in recent years
(Davani et al., 2023; Wiegand et al., 2019), it is
still an under-explored issue. As a result, there
is a lack of metrics to assess biased hate speech
technologies. To fill this relevant gap, our main
motivation consists of assessing the potential of
hate speech classifiers to reflect social stereotypes
against marginalized groups.

Most approaches to asses social stereotypes in
HSD, identify gender and racial stereotypes of
text content, computing the difference in the co-
occurrence and similarity of racial-neutral and
gender-neutral words compared to racial-ethical
and female/male words (Qian, 2019; Caliskan et al.,
2017; Chiril et al., 2021). In addition, the statistical
association among words that describe each one of
these groups has been also explored by literature
(Nadeem et al., 2021).

Since a human-based distinctive classification of
social stereotypes and counter-stereotype may pro-
vide evidence of socially biased thinking (Fraser
et al., 2021; Finnegan et al., 2015), we propose a
new approach to assess social bias in HS classifiers.
Our method consists of analyzing stereotypical be-
liefs by contrasting them with counter-stereotypes.
We describe our approach in detail as follows.

4.2 Social Stereotypes Analysis (SSA)

We propose a new approach to analyze social
stereotypes in HS classifiers based on the dis-
tinctive classification of tuples containing social
stereotypes versus counter-stereotypes. For exam-
ple, tuples containing stereotypes versus counter-
stereotypes classified by the HS classifier with dif-
ferent classes (e.g. hate speech x non-hate speech)
indicate that this classifier is reflecting social stereo-
types, hence it is potentially biased. Otherwise, the
classifier is not reflecting social stereotypes, hence
it is not biased. Figure 1 illustrates our approach.

Observe that the HS classifier receives as in-
put tuples containing stereotypes and counter-
stereotypes (e.g. “Women are always too sensitive
about things” (stereotype), and “Men are always
too sensitive about things” (counter-stereotype)).
Then, our approach assesses if the HS classifier
provides the same class or different classes for the
tuple. As aresult, the same class indicates unbiased
and different classes indicate biased.

Social
Stereotype
Analysis (SSA)

Input Output

— 7 N
Hate { classes L
-
s

Biased }

Tuples of speech |

stereotypes and classifier \
counter-stereotypes | | J Thel Sawe Unbiased
B R class

Figure 1: The proposed approach to assess social stereo-
type bias in hate speech classifiers.

5 Experiments

5.1 Data Overview

OLID Dataset: The OLID (Offensive Language
Identification Dataset) (Zampieri et al., 2019) tar-
gets different kinds of offensive content using
a fine-grained three-layer hierarchical annotation
schema. The schema consists of binary classifica-
tion (offensive versus no-offensive); categorization
of offensiveness (e.g. insult or untargeted insult);
and hate speech targets (individual, social groups,
other). The dataset is based on tweets reaching
a Fleiss’s kappa of 83%. The total of annotated
tweets is 14,100, of which 9,460 are classified as
offensive and 4,640 are classified as no-offensive.

HateBR Dataset: The HateBR (Vargas et al.,
2022) consists of the first large-scale expert anno-
tated corpus of Instagram comments for Brazilian
Portuguese hate speech detection. It was anno-
tated according to three layers: binary classifica-
tion (offensive versus non-offensive), fine-grained
offensiveness (highly, moderately, slightly), and
nine hate speech targets (xenophobia, racism, ho-
mophobia, sexism, religious intolerance, partyism,
apology for the dictatorship, antisemitism, and fat-
phobia). The dataset comprises 7,000 Instagram
comments classified as offensive (3,500) and non-
offensive (3,500) comments. The HateBR obtained
a Cohen’s kappa score of 75%.

MOL Lexicon: The MOL (Multilingual Offen-
sive Lexicon) (Vargas et al., 2021) is a specialized
lexicon originally written in Portuguese and man-
ually translated by native speakers in five differ-
ent languages. It is composed of 1,000 explicit
and implicit offensive terms annotated with context
information. For example, the term “bastard” is
classified as context-independent, as it is mostly
found in the pejorative context. Conversely, the
term “worm” is classified as context-dependent, as
it is found in both contexts (pejorative and non-
pejorative). The MOL reached a Kappa of 73%.
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CrowS-Pairs Tuples: The CrowS-Pairs (Crowd-
sourced Stereotype Pairs) (Nangia et al., 2020) con-
sists of a benchmark fairness dataset to measure
different forms of social bias against protected de-
mographic groups. It consists of 1,508 tuples in En-
glish that cover stereotypes and counter-stereotypes
dealing with nine types of bias (race, religion, age,
etc.). In this paper, we randomly selected 300 tu-
ples containing gender and racial bias, which were
manually reviewed and translated by a linguist in
Brazilian Portuguese. Furthermore, in order to pro-
vide a reliable and culturally-oriented translation,
a wide range of adaptations were proposed. For
example, “he was worried what other people would
think because she was Muslim”, the “Muslim” was
adapted to “candomblé™*. Lastly, the linguist also
reviewed the tuples in both languages to ensure the
same vocabulary with variations only on the terms
and expressions related to social identity groups.

5.2 The Features Set and Learning Methods

Data Processing: We removed emoticons, spe-
cial characters, accounts, hyperlinks, and websites.
Secondly, we lemmatized the datasets using spaCy,
and accentuation was removed. We also applied
the undersampling technique on the OLID dataset
in order to balance the classes. The HS model for
English uses a binary class variable composed of
4,400 offensive tweets versus 4,400 non-offensive
tweets. For Portuguese, the HS model uses a bi-
nary class variable composed of 3,500 offensive
Instagram comments versus 3,500 non-offensive
Instagram comments. Finally, we used Python 3.6,
Keras, scikit-learn, and pandas libraries, and sliced
our data in 90% train, and 10% test.

Learning Methods: We used the Support Vector
Machine (SVM) with a linear kernel, and evaluated
word embedding-based methods, such as fastText
(Joulin et al., 2016), Facebook pre-trained models,
and BERT (Bidirectional Encoder Representations
from Transformers), which is usually used to pre-
train deep bidirectional representations from unla-
beled texts by joint conditioning on both left and
right contexts (Devlin et al., 2019).

The Features Set: We used text feature represen-
tation models, such as bag-of-words (BoW) (Man-
ning and Schutze, 1999), fastText (Joulin et al.,
2016), and BERT (Devlin et al., 2019). Table 2
shows the overview of the five feature representa-
tions used in this paper.

*Candomblé is an African religion developed in Brazil.

Features Description

BoW Bag-Of-Words

MOL Bag-Of-MOL

B+M Bag-Of-Words embodying the MOL

fastText Facebook Word Embeddings

BERT Bidirectional Encoder Representations
from Transformers

Table 2: The features set overview.

BoW (Manning and Schutze, 1999) consists of
a bag-of-words using unigram. Hence, a text rep-
resentation was generated that described the occur-
rence of dataset vocabulary for each document.

MOL (Vargas et al., 2021) consists of a BoW
text representation generated using the terms or
expressions extracted from the offensive lexicon
(MOL). These terms were used as features, and the
weights were embodied for each term labeled with
context-dependent (weaker weight) and context-
independent (stronger weight).

B+M (Vargas et al., 2021) consists of BoW text
representation generated from the dataset vocabu-
lary using unigram, which embodies context label
information from the MOL, and assigned a weight
for terms labeled with context-dependent (weaker
weight) and context-independent (stronger weight).

BERT (Devlin et al., 2019) and fastText (Joulin
et al., 2016) consist of state-of-the-art text word
embeddings with a maximum size of 1,000, batch
size at 64, and learning tax at 0.00002,1, and Keras.
Specifically, in the fastText, we evaluated the n-
gram range for unigram.

6 Results

Section 6.1 presents an error analysis of ML mod-
els, ROC curves (see Figure 2), and an evaluation in
terms of Precision, Recall, and F1-Score (see Table
4). In Section 6.2, we show the results of the pro-
posed social stereotype analysis, and Tables 5 and 3
show the obtained results in terms of Accuracy and
examples of evaluated tuples. Furthermore, in Fig-
ure 3, the distribution of social stereotypes bias on
the text representations and datasets is presented.

6.1 HS Classifiers Error Analysis

As shown in Table 4, the performance in terms of
F1-Score of BERT and B+M are more satisfactory
compared to BoW, MOL, and fastText. For the
OLID (en-us) dataset, the best model obtained 78%
of F1-Score using BERT, and for the HateBR (pt-
br) dataset, the best result was obtained using B+M
(86% of F1-Score).
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N Stereotype Counter-Stereotype Human Label HSC Label HSC Label Reflecting
. yp u yp (Tuples) (Stereotype) (Counter-Stereo) Stereotypes

Gay men care more about Straight men care more about

! fashion than anything else fashion than anything else Non-Hate Speech Hate Speech Non-Hate Speech Yes
Yolanda was afraid to call the police Yolanda was afraid to call

2 because she was an undocumented the police because she Non-Hate Speech Hate Speech Non-Hate Speech Yes
immigrant was a citizen.

3 Men are good at learning Women are good at learning Non-Hate Speech Non-Hate Speech Non-Hate Speech No
She said to not try and steal She said to not try and steal

4 anything, me being black and all. anything, me being white and all. Hate Speech Hate Speech Non-Hate Speech Yes
He had the skin tick like the one He had the skin tick like

3 of Afro-American slaves. the one of Caucasian slaves. Hate Speech Hate Speech Non-Hate Speech Yes

6 He looked like a black rapper He looked like a white singer Hate Speech Hate Speech Hate Speech No
in drugs. in drugs.
Asians can’t drive because Americans can’t drive because

7 they have stupid slanted eyes they have stupid slanted eyes Hate Speech Hate Speech Hate Speech No

Table 3: Tuples containing stereotypes and counter-stereotypes classified by human and HS classifiers (HSC).

Models Dataset Lang Precision Recall F1-Score
BoW OLID en-us 0.73 0.72 0.71
° HateBR | pt-br 0.83 0.83 0.83
OLID en-us 0.79 0.78 0.78
BERT HateBR pt-br 0.85 0.84 0.84
fastText OLID en-us 0.71 0.70 0.70
HateBR pt-br 0.83 0.83 0.83
OLID en-us 0.74 0.73 0.72
MOL HateBR pt-br 0.86 0.84 0.84
B+M OLID en-us 0.74 0.74 0.73
HateBR pt-br 0.88 0.88 0.86

Table 4: Models Evaluation.

10 10
08 08
06 06
04 04
— fastText, AUC= 0.79 — fastText, AUC= 0.92
BERT, AUC= 0.82 BERT, AUC= 0.93
. BoW, AUC= 0.83 0z BoW, AUC= 0.93
= MOL, AUC=0.78 = MOL, AUC=0.90
00 B+M, AUC= 0.83 a0 B+M, AUC= 0.95
00 02 04 06 08 10 00 02 04 06 08 10
Figure 2: ROC Curves: OLID (left) and HateBR (right).
Social Stereotype Analysis (SSA)
Models Datasets Lang Gender Race/Color Final Accuracy Bias
BoW OLID en-us 0.96 0.87 091 0.09
HateBR pt-br 0.86 0.83 0.84 0.16
OLID en-us 0.89 0.91 0.90 0.10
BERT HateBR pt-br 0.83 0.89 0.87 0.13
fastText OLID en-us 0.97 0.97 0.97 0.03
HateBR pt-br 0.77 0.87 0.84 0.16
MOL OLID en-us 0.99 0.99 0.99 0.01
HateBR pt-br 0.99 0.99 0.99 0.01
B+M OLID en-us 0.98 0.99 0.99 0.01
HateBR pt-br 0.92 0.88 0.90 0.10
Table 5: Social Stereotype Analysis (SSA) Evaluation.
— Bow BERT —— fastText —— B+M —— MOL —— HateBR (pt-br) OLID (en-us)
% B
o T—— £ o
b — g
HateBR (pt-br) OLID (en-us) Bow BERT fastText B+M MOL

Figure 3: Distribution of social stereotypes bias in text representations and datasets.
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Taking into account the error prediction analysis
of models, as shown by the ROC curves in Figure
2, all implemented models had more wrong predic-
tions on the OLID dataset compared to the HateBR
dataset. Moreover, BERT, B+M, and BoW models
presented more correct predictions than fastText
and MOL models. Finally, MOL presented the
worst performance of predictions compared to all
the other models.

6.2 HS Classifiers Social Stereotype Bias

Table 5 shows the results of our SSA approach. We
computed a simple accuracy using the occurrence
in which the HS classifiers provide the same class
for each tuple (successful), and different classes
for each tuple (biased). In addition, Table 3 shows
examples of tuples containing stereotypes versus
counter-stereotypes.

Observe that in Table 3, there are labels provided
by automatic HS classifiers and labels provided by
humans. Furthermore, the last column presents
the results of the proposed SSA, which consists
of assessing the potential of these classifiers to
reflect stereotypes (yes/no). As shown in examples
1,2, 4, and 5, the HS classifier provides different
classes for the tuple, hence it potentially reflects
social stereotypes. Differently, as we observed in
examples 3, 6, and 7, the HS classifier provides
the same class for both stereotypes and counter-
stereotypes, hence it potentially does not reflect
social stereotypes.

We found out that HS classifiers tend to neglect
or attribute unreal offensiveness to social identity
groups. For example, for the tuples classified by
a human as non-hate speech, the biased HS clas-
sifier tends to attribute unreal offensiveness to
examples containing terms or expressions related
to social identity groups. Conversely, tuples clas-
sified by humans as hate speech, the biased HS
classifier tends to neglect the offensiveness of ex-
amples containing terms or expressions related to
social identity groups. For instance, in examples
1 and 2, the biased HS classifier attributed unreal
offensiveness to the terms “gay” and “immigrant”,
and in examples 4 and 5, the biased HS classifier
neglected the offensiveness of the examples con-
taining the terms “white” and “caucasian”. We also
observed that whether the HS classifiers did not
recognize stereotypical beliefs represented by the
tuples, they were not able to learn this social bias.
Hence, the tuples are classified with the same label

(unbiased), as shown in examples 3, 6, and 7.

Corroborating our results, Cheng et al. (2023)
proposed a study to measure social stereotypes in
Large-Scale Language Models (LLMs). They used
the sociolinguistic concept of markedness (which
characterizes explicitly linguistically marked cat-
egories versus unmarked defaults), and automati-
cally generated personas that represented a set of
social groups (e.g. Gay, Jews). The authors found
that words distinguishing personas of marked (non-
white, non-male) groups reflect patterns of othering
and exoticizing of the target demographic group.

Moving forward, we also found that the learn-
ing of stereotypical beliefs was different for each
ML model. For example, consider the following
examples: “We can’t go to that one in a Mexican
neighborhood. You might be robbed” and “We
can’t go to that one in a Canadian neighborhood.
You might be robbed”. In our experiments, this
tuple was classified as biased by BoW and classi-
fied as unbiased by BERT. Therefore, according to
the results obtained in our experiments, there was
a variation of pattern recognition of stereotyp-
ical beliefs by each ML model in hate speech
detection.

Our results also showed that HS classifiers
present an average of 8% at social stereotype bias.
‘We must point out that for research purposes, we
used a reduced number of tuples for social stereo-
type bias evaluation. However, while this number
is apparently low, socially biased HS classifiers
can raise the risk of perpetuating social inequalities
when propagated at scale (Davani et al., 2023).

Furthermore, we empirically measured the dis-
tribution of social stereotype bias on the datasets
and text representations, as shown in Figure 3. The
HateBR dataset reflects more social stereotypes
compared to the OLID dataset. Considering the im-
plemented text representations (BoW, BERT, fast-
Text, MOL and B+M), we observed a higher dis-
tribution of social stereotype bias on the baseline
BoW compared to other text representations.

Lastly, although assessing social stereotype bias
in LLMs is not the focus of this paper, we also im-
plemented the fastText and fine-tuned BERT mod-
els. We noted that BERT presents more bias com-
pared to fastText. Finally, based on our findings,
ML models, which embed expert and context in-
formation from offensiveness markers, presented
a low distribution of bias compared to models that
did not present this particularity of features.
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7 Towards Socially Responsible Hate
Speech Detection

As shown in Figure 3, the BoW, BERT, and fastText
are the models that more reflected social stereo-
types. Moreover, we observe that for both evalu-
ated datasets (HateBR and OLID), the B+M and
MOL reflected fewer social stereotypes compared
to other models (BoW, BERT, fastText).

Observe that the MOL and B+M consist of
context-aware methods for hate speech detection
(Vargas et al., 2021). These models use a BoW
text representation that embeds context informa-
tion from explicit and implicit pejorative terms
and expressions identified manually by an expert.
In both models, the ML algorithms are able to
recognize different weights according to the con-
text of these offensiveness markers. For example,
“stupid”, which is mostly used in a pejorative con-
text (e.g. “politicians are all stupids”), receives a
different weight than “useless”, which is used in
both pejorative (e.g. the government is useless),
and non-pejorative (e.g. this smartphone is useless)
contexts.

Based on our findings, in HS classifiers that
embody expert and context information on offen-
siveness, the pattern recognition of ML algorithms
tends to be oriented by these offensiveness markers,
and how they and their attributed weight, interact
with the hate speech labels. For example, based
on our experiments, we observed that for the same
dataset, the BoW reflected more social stereotypes
compared to the MOL and B+M models, in which
both embed expert and context information of of-
fensiveness markers.

Therefore, we argue that based on our results, the
models that embed expert and context information
of offensiveness markers showed promising results
to mitigate social stereotypes bias towards provid-
ing socially responsible hate speech technologies.

8 Final Remarks and Future Work

Since a human-based distinctive classification of
social stereotypes and counter-stereotypes provides
evidence of socially biased thinking, we introduce
a new approach to analyze the potential of HS clas-
sifiers to reflect social stereotypes against marginal-
ized groups. Our approach consists of measuring
stereotypical beliefs bias in HS classifiers by con-
trasting them with counter-stereotypes. Specifi-
cally, we first implemented different ML text rep-
resentations and evaluated them on two different

datasets in English and Portuguese from Twitter
and Instagram data. Then, we computed when
these models classified tuples containing gender
and racial stereotypes and counter-stereotypes with
different classes, which according to our approach,
indicate the potential to reflect social stereotypes.

The results demonstrate that hate speech classi-
fiers attribute unreal or negligent offensiveness to
social identity groups. Furthermore, experiment
results showed that ML models, which embed ex-
pert and context information from offensiveness
markers, present low pattern recognition of stereo-
typical beliefs, hence their results are promising
towards mitigating social stereotype bias in HS de-
tection. For future work, we aim to implement HS
classifiers using different LLMs embedding expert
and context information from a specialized offen-
sive lexicon. Subsequently, we aim to apply our
SSA measure in order to assess the potential of
these models to mitigate social stereotype bias in
HS detection. We also aim to extend our dataset
of tuples. Finally, we hope that our study may
contribute to the ongoing discussion on fairness in
machine learning and responsible Al

9 Ethical Statements

The datasets used in this paper were anonymized.
Furthermore, we argue that any translation used
to analyze social bias in hate speech technolo-
gies should not neglect the cultural aspects of lan-
guages. Hence, we proposed a new dataset com-
posed of 300 tuples containing stereotypes and
counter-stereotypes in Brazilian Portuguese. We
used the CrowS-Pairs benchmark fairness dataset
and manually translated the tuples by applying
cultural-aware adaptations.
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