
Proceedings of Recent Advances in Natural Language Processing, pages 1046–1053
Varna, Sep 4–6, 2023

https://doi.org/10.26615/978-954-452-092-2_112

1046

Efficient Domain Adaptation of Sentence Embeddings Using Adapters

Tim Schopf, Dennis N. Schneider, and Florian Matthes
Technical University of Munich, Department of Computer Science, Germany

{tim.schopf,dennis.schneider,matthes}@tum.de

Abstract

Sentence embeddings enable us to capture the
semantic similarity of short texts. Most sen-
tence embedding models are trained for general
semantic textual similarity tasks. Therefore, to
use sentence embeddings in a particular do-
main, the model must be adapted to it in order
to achieve good results. Usually, this is done
by fine-tuning the entire sentence embedding
model for the domain of interest. While this
approach yields state-of-the-art results, all of
the model’s weights are updated during fine-
tuning, making this method resource-intensive.
Therefore, instead of fine-tuning entire sen-
tence embedding models for each target domain
individually, we propose to train lightweight
adapters. These domain-specific adapters do
not require fine-tuning all underlying sentence
embedding model parameters. Instead, we only
train a small number of additional parameters
while keeping the weights of the underlying
sentence embedding model fixed. Training
domain-specific adapters allows always using
the same base model and only exchanging the
domain-specific adapters to adapt sentence em-
beddings to a specific domain. We show that
using adapters for parameter-efficient domain
adaptation of sentence embeddings yields com-
petitive performance within 1% of a domain-
adapted, entirely fine-tuned sentence embed-
ding model while only training approximately
3.6% of the parameters.

1 Introduction

Learning sentence embeddings is an essential task
in natural language processing (NLP) and has al-
ready been extensively investigated in the literature
(Kiros et al., 2015; Hill et al., 2016; Conneau et al.,
2017; Logeswaran and Lee, 2018; Cer et al., 2018;
Reimers and Gurevych, 2019; Gao et al., 2021;
Wu et al., 2022; Schopf et al., 2023d,a). Sentence
embeddings are especially useful in information
retrieval (Lewis et al., 2020; Schopf et al., 2022;
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Figure 1: Sentence embedding models are usually
trained to obtain state-of-the-art sentence representa-
tions for general semantic textual similarity tasks. By
injecting domain-specific knowledge of adapters into
the sentence embedding model, we can efficiently adapt
the resulting representations for semantic textual simi-
larity tasks in different domains.

Schneider et al., 2022) or unsupervised text clas-
sification settings (Schopf et al., 2021, 2023b,c).
Lately, the most popular approach for sentence em-
bedding learning is to fine-tune pretrained language
models with a contrastive learning objective (Liu
et al., 2021; Zhang et al., 2022; Chuang et al., 2022;
Nishikawa et al., 2022; Cao et al., 2022; Jiang et al.,
2022). While this approach provides state-of-the-
art results, all of the model’s weights are updated
during fine-tuning, making this method resource-
intensive. This is a problem, particularly when
domain-specific models are needed. Then, a spe-
cialized model must be trained for each domain of
interest, resulting in resource-intensive training.

Recently, adapters have emerged as a parameter-
efficient strategy to fine-tune Language Models
(LMs). Adapters do not require fine-tuning of all
parameters of the pretrained model and instead
introduce a small number of task-specific param-
eters while keeping the underlying pretrained lan-
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guage model fixed (Pfeiffer et al., 2021a). They en-
able efficient parameter sharing between tasks and
domains by training many task-specific, domain-
specific, and language-specific adapters for the
same model, which can be exchanged and com-
bined post-hoc (Pfeiffer et al., 2020a). Therefore,
many different adapter architectures have been pro-
posed for various domains and tasks (Pfeiffer et al.,
2020b, 2021b; Vidoni et al., 2020; He et al., 2021;
Le et al., 2021; Parović et al., 2022; Lee et al.,
2022). However, to the best of our knowledge, no
method currently exists for efficient domain adap-
tation of sentence embeddings using adapters.

In this paper, we aim to bridge this gap by
proposing approaches for adapter-based domain
adaptation of sentence embeddings, allowing us
to train models for many different domains effi-
ciently. Therefore, we investigate how to adapt
general pretrained sentence embedding models to
different domains using domain-specific adapters.
As shown in Figure 1, this allows always using the
same base model to adapt sentence embeddings to
a specific domain and only needing to exchange the
domain-specific adapters. Accordingly, we train
lightweight adapters for each domain and avoid
expensive training of entire sentence embedding
models.

2 Related Work

Adapters have been introduced by Houlsby et al.
(2019) as a parameter-efficient alternative for task-
specific fine-tuning of language models. Since their
introduction, adapters have been used to fine-tune
models for single tasks as well as in multi-task set-
tings (Pfeiffer et al., 2021a). Usually, adapters are
used to solve tasks such as classification (Lauscher
et al., 2020), machine translation (Baziotis et al.,
2022), question answering (Pfeiffer et al., 2022),
or reasoning (Pfeiffer et al., 2021a). While there
exist adapters for semantic textual similarity (STS)
tasks on the AdapterHub (Pfeiffer et al., 2020a),
these are trained on general STS datasets using
a task-unspecific pretrained language model as a
basis. We, however, focus on adapting pretrained
sentence embedding models to specific domains
using adapters.

3 Method

We assume we have a base sentence embedding
model from the source domain and labeled datasets
for each target domain. Instead of fine-tuning the

entire sentence embedding model for each target
domain individually, we train lightweight adapters
for each domain. This domain-specific fine-tuning
with adapters involves adding a small number of
new parameters to the sentence embedding model.
During training, the parameters of the sentence
embedding model are frozen, and only the weights
of the adapters are updated. Formally, we adopt the
general definition for adapter-based fine-tuning of
Pfeiffer et al. (2021a) as follows:

For each of the N domains, the sentence em-
bedding model is initialized with parameters Θ0.
Additionally, a set of new and randomly initialized
adapter parameters Φn are introduced. The param-
eters Θ0 are fixed and only the parameters Φn are
trained. Given training data Dn and a loss function
L, the objective for each domain n ∈ 1, ..., N is of
the form:

Φn ← argmin
Φ

L(Dn; Θ0,Φ) (1)

Usually, the adapter parameters Φn are signif-
icantly less than the parameters Θ0 of the base
model (Pfeiffer et al., 2021a), e.g., only 3.6% of
the parameters of the pretrained model in Houlsby
et al. (2019).

4 Experiments

In this section, we describe the used adapter ar-
chitectures, loss functions, and datasets. In all
experiments, we use SimCSEsup−bert−base (Gao
et al., 2021) as the base sentence embedding model.
It is trained on natural language inference (NLI)
datasets (Bowman et al., 2015; Williams et al.,
2018) for STS tasks in the general domain. We
fine-tune all models and adapters for five epochs
using a learning rate of 1e−5.

4.1 Adapter Architectures

We investigate how different adapter architectures
affect the domain adaptability of sentence embed-
ding models.

Houlsby-Adapter This adapter, introduced by
Houlsby et al. (2019), uses a bottleneck architec-
ture. The adapter modules are added after both
the multi-head attention and feed-forward block in
each transformer layer (Vaswani et al., 2017) of
the base model. The adapter layers transform their
input into a very low-dimensional representation
and upsample it again to the same dimension in the
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output. This generates a parameter-efficient lower-
dimensional representation while most information
is kept. Parameter-Efficient Transfer Learning for NLP
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Figure 2. Architecture of the adapter module and its integration
with the Transformer. Left: We add the adapter module twice
to each Transformer layer: after the projection following multi-
headed attention and after the two feed-forward layers. Right: The
adapter consists of a bottleneck which contains few parameters rel-
ative to the attention and feedforward layers in the original model.
The adapter also contains a skip-connection. During adapter tun-
ing, the green layers are trained on the downstream data, this
includes the adapter, the layer normalization parameters, and the
final classification layer (not shown in the figure).

Adapter modules present many architectural choices. We
provide a simple design that attains good performance. We
experimented with a number of more complex designs, see
Section 3.6, but we found the following strategy performed
as well as any other that we tested, across many datasets.

Figure 2 shows our adapter architecture, and its application
it to the Transformer. Each layer of the Transformer contains
two primary sub-layers: an attention layer and a feedforward
layer. Both layers are followed immediately by a projection
that maps the features size back to the size of layer’s input.
A skip-connection is applied across each of the sub-layers.
The output of each sub-layer is fed into layer normalization.
We insert two serial adapters after each of these sub-layers.
The adapter is always applied directly to the output of the
sub-layer, after the projection back to the input size, but
before adding the skip connection back. The output of
the adapter is then passed directly into the following layer
normalization.

To limit the number of parameters, we propose a bottle-
neck architecture. The adapters first project the original
d-dimensional features into a smaller dimension, m, apply
a nonlinearity, then project back to d dimensions. The total
number of parameters added per layer, including biases, is
2md + d + m. By setting m � d, we limit the number
of parameters added per task; in practice, we use around
0.5 − 8% of the parameters of the original model. The
bottleneck dimension, m, provides a simple means to trade-
off performance with parameter efficiency. The adapter
module itself has a skip-connection internally. With the
skip-connection, if the parameters of the projection layers
are initialized to near-zero, the module is initialized to an
approximate identity function.

Alongside the layers in the adapter module, we also train
new layer normalization parameters per task. This tech-
nique, similar to conditional batch normalization (De Vries
et al., 2017), FiLM (Perez et al., 2018), and self-
modulation (Chen et al., 2019), also yields parameter-

efficient adaptation of a network; with only 2d parameters
per layer. However, training the layer normalization pa-
rameters alone is insufficient for good performance, see
Section 3.4.

3. Experiments
We show that adapters achieve parameter efficient transfer
for text tasks. On the GLUE benchmark (Wang et al., 2018),
adapter tuning is within 0.4% of full fine-tuning of BERT,
but it adds only 3% of the number of parameters trained by
fine-tuning. We confirm this result on a further 17 public
classification tasks and SQuAD question answering. Analy-
sis shows that adapter-based tuning automatically focuses
on the higher layers of the network.

3.1. Experimental Settings

We use the public, pre-trained BERT Transformer network
as our base model. To perform classification with BERT,
we follow the approach in Devlin et al. (2018). The first
token in each sequence is a special “classification token”.
We attach a linear layer to the embedding of this token to
predict the class label.

Our training procedure also follows Devlin et al. (2018).
We optimize using Adam (Kingma & Ba, 2014), whose
learning rate is increased linearly over the first 10% of the
steps, and then decayed linearly to zero. All runs are trained
on 4 Google Cloud TPUs with a batch size of 32. For each
dataset and algorithm, we run a hyperparameter sweep and
select the best model according to accuracy on the validation
set. For the GLUE tasks, we report the test metrics provided
by the submission website1. For the other classification
tasks we report test-set accuracy.

We compare to fine-tuning, the current standard for transfer
of large pre-trained models, and the strategy successfully

1https://gluebenchmark.com/

Figure 2: Houlsby-Adapter architecture as introduced
by Houlsby et al. (2019). On the left side, the adapter is
illustrated to be added twice to each transformer layer.
Once after the multi-head attention and once after the
feed-forward layer. On the right side, the bottleneck
architecture of the adapter is presented.

Pfeiffer-Adapter This adapter, introduced by
Pfeiffer et al. (2021a), also uses a bottleneck archi-
tecture. However, the adapter modules are added
only after the feed-forward block in each trans-
former layer of the base model. This architecture
allows merging multiple adapters trained on dif-
ferent tasks. In this work, however, this multitask
learning capability is not needed, and we only use
the single-task mode.

500

Feed
Forward

Add & Norm

Adapter

Multi-Head
Attention

Add & Norm

Add & Norm

LayerNorm

LayerNorm

FF Down

FF Up

Add & Norm

Feed
Forward

Multi-Head
Attention

Add & Norm

Add & Norm

FF Down

FF Up

Add & Norm

AdapterAdapter

Figure 5: Different architectural components of the
adapter. On the left, we show all components for which
we conduct an exhaustive search (dashed lines). On the
right, we show the adapter architecture that performs
the best across all our tasks.

that across all three tasks, the same setup obtains
best results. We present our results on the SST-
2, Argument, and CSQA datasets in Figures 7, 8,
and 9 respectively, at different granularity levels.
We find that in contrast to Houlsby et al. (2019),
but in line with Bapna and Firat (2019), a single
adapter after the feed-forward layer outperforms
other settings. While we find that this setting per-
forms on-par with that of Houlsby et al. (2019), it
requires only half the number of newly introduced
adapters as compared to them, resulting in a more
efficient setting in terms of number of operations.

For the single-task adapter setting, we thus per-
form all subsequent experiments with the best ar-
chitecture illustrated in Figure 5 on the right and a
learning rate of 1e− 4. In order to reproduce the
multi-task results in Stickland and Murray (2019)
and build upon them, for experiments involving
multi-task training, we adopt their architecture as
described in §2.2.3.

A.3 AdapterFusion Activations of all Layers

We present the cross-product of activations of
AdapterFusion of all layers for BERT-Base and
ST-A16 in Figure 6, as an extension to Figure 4.

A.4 BERT-base ST-A with Reduction Factors
{2, 16, 64}

We present the ST-A results with different capacity
leveraging BERT-base weights in Table 3. Reduc-
tion factors 2, 16, and 64 amount to dense adapter
dimensions 384, 48, and 12 respectively.

A.5 ST-A and Fusion with ST-A Results with
RoBERTa-base

In order to validate our findings of our best
setup—ST-A—we re-evaluate our results leverag-
ing RoBERTa-base weights. We present our re-
sults in Table 4. Similar to our findigs with BERT-
base, especially datasets with less data profit from
AdapterFusion. We find that, in contrast to BERT-
base, RoBERTa-base does not perform well with
high capacity adapters with reduction factor 2.

Figure 3: Pfeiffer-Adapter architecture as introduced
by Pfeiffer et al. (2021a). Unlike the Houlsby-Adapter,
a single Pfeiffer-Adapter is added in each transformer
block only after the forward layer.

K-Adapter This adapter, introduced by Wang
et al. (2021), works as outside plug-in for the base
model. Each adapter model consists of K adapter

layers containing N transformer layers and two
projection layers across which a skip connection
is applied. The adapter layers combine the output
of an intermediate transformer layer in the base
model with the output of a previous adapter layer.
To generate the final output, the last hidden states
of the adapter are concatenated with the last hidden
states of the base model and transformed into the
correct output dimension with a simple dense layer.
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Figure 2: Structure of the adapter layer (left). The
adapter layer consists of two projection layers and N=2
transformer layers, and a skip-connection between two
projection layers.

adapter layers among different transformer layers
of the pre-trained model. We concatenate the out-
put hidden feature of the transformer layer in the
pre-trained model and the output feature of the
former adapter layer, as the input feature of the
current adapter layer. For each knowledge-specific
adapter, we concatenate the last hidden features
of the pre-trained model and adapter as the final
output feature of this adapter model.

In the pre-training procedure, we train each
knowledge-specific adapter on different pre-
training tasks individually. For various downstream
tasks, K-ADAPTER can adopt the fine-tuning pro-
cedure similar to RoBERTa and BERT. When only
one knowledge-specific adapter is adopted, we can
take the final output feature of this adapter model
as the input for task-specific layers of the down-
stream task. When multiple knowledge-specific
adapters are adopted, we concatenate the output
features of different adapter models as the input for
task-specific layers of the downstream task.

3.2 Pre-training settings

We use RoBERTaLARGE (L=24, H=1024, A=16,
355M params) implementation by Huggingface2

as the pre-trained model in all our experiments.
As for each adapter layer, we denote the num-
ber of transformer layer as N , the hidden dimen-
sion of transformer layer as HA, the number of
self-attention heads as AA, the hidden dimension
of down-projection and up-projection layers as
Hd and Hu. In detail, we have the following
adapter size: N = 2, HA = 768, AA = 12,
Hu = 1024 and Hd = 768. The RoBERTa lay-

2https://github.com/huggingface/transformers

ers where adapter layers plug in are {0,11,23},
and different adapter layers do not share param-
eters. Thus the total parameters for each adapter
model are about 42M, which are much smaller
than RoBERTaLARGE and make the training pro-
cess memory efficient. It should be noticed that
RoBERTa is fixed during training and the param-
eters of adapters are trainable and initialized ran-
domly. Then we describe how to inject different
knowledge into knowledge-specific adapters as be-
low.

3.3 Factual Adapter

Factual knowledge can be described as the basic
information that is concerned with facts. In this
work, we acquire factual knowledge from the rela-
tionships among entities in natural language. We
extract a sub-dataset T-REx-rc from T-REx (ElSa-
har et al., 2018) which is a large scale alignment
dataset between Wikipedia abstracts and Wikidata
triples. We discard all relations having less than
50 entity pairs, collecting 430 relations and 5.5M
sentences. In order to inject factual knowledge, we
propose to pre-train a knowledge-specific adapter
called facAdapter on the relation classification task.
This task requires a model to classify relation la-
bels of given entity pairs based on context. Specif-
ically, the last hidden features of RoBERTa and
facAdapter are concatenated as the input represen-
tation, and the pooling layer is applied to the input
representations of the given entities. Then, we
concatenate two entity representations to perform
relation classification.

3.4 Linguistic Adapter

Linguistic knowledge is implicitly contained in nat-
ural language texts, e.g., syntactic and semantic
information. In this work, we acquire linguistic
knowledge from dependency relationships among
words in natural language text. We build a dataset
consisting of 1M examples. In particular, we run
the off-the-shell dependency parser from Stanford
Parser3 on a part of Book Corpus (Zhu et al., 2015).
To inject linguistic knowledge, we pre-train another
knowledge-specific adapter called linAdapter on
the task of dependency relation prediction. This
task aims to predict the head index of each token
in the given sentence. We concatenate the last hid-
den features of RoBERTa and linAdapter as the
input representation, and then apply a linear layer

3http://nlp.stanford.edu/software/lex-parser.html

Figure 4: K-Adapter architecture as introduced by Wang
et al. (2021). The adapter layer (left) consists of two
projection layers, N = 2 transformer layers, and a skip
connection between two projection layers. The adapter
layers are plugged among different transformer layers
of the base model. The final output consists of the
concatenated last hidden states of the adapter and the
base model.

For reference, Table 1 shows the number of pa-
rameters per adapter model compared to commonly
used base models, highlighting the efficient nature
of adapters.

BERT-base RoBERTa-large
No. of Parameters
Base Model 110M 355M

No. of Parameters
Houlsby-Adapter 4M 6M

No. of Parameters
Pfeiffer-Adapter 10M 12M

No. of Parameters
K-Adapter 47M 47M

Table 1: Number of trainable Parameters for different
base models and adapter architectures.

4.2 Loss Functions
We investigate two different loss functions that are
proven to teach models to learn a notion of STS
from triplets of examples. We assume a set of
triplets D = {(xi, x+i , x−i )}, where xi is an an-
chor sentence, x+i is a positive sample and x−i is a
negative sample. With hi, h+i , and h−i as represen-
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Datasets→ AskUbuntu SciDocs Average
Models ↓ Cite CC CR CV

Out-of-the-box SimCSE (lower bound) 60.3 79.3 82.10 76.87 78.36 75.39

ℓ1

Houlsby-Adapter 64.0 88.2 88.69 82.42 83.99 81.46
Pfeiffer-Adapter 63.8 87.8 88.73 81.65 83.27 81.05
K-Adapter 62.5 85.6 87.70 80.09 82.85 79.75

In-domain supervised SimCSE (upper bound) 65.3 88.0 87.74 84.15 83.32 81.70

ℓ2

Houlsby-Adapter 64.5 87.3 89.01 82.41 84.42 81.53
Pfeiffer-Adapter 64.2 87.0 88.63 81.98 84.41 81.24
K-Adapter 62.8 85.3 87.92 80.05 83.29 79.87

In-domain supervised SimCSE (upper bound) 65.2 88.3 88.11 84.46 83.63 81.94

Table 2: Evaluation results of the adapter-based domain adaptation using the different loss functions ℓ1 and ℓ2. The
evaluation metric is Mean Average Precision (MAP). We show the performance of the SimCSE model without
domain-specific fine-tuning as a lower bound. Additionally, we show the performance of SimCSE models using
traditional fine-tuning with the respective loss functions as upper bounds. For the upper bounds, all model weights
have been updated during training. In contrast, only the adapter weights were updated during adapter training while
the base model parameters were frozen. In bold, we highlight the best adapter performance overall and underline
the best adapter results per loss function.

tations of xi, x+i , and x−i , we use the triplet margin
loss function of Cohan et al. (2020) as follows:

ℓ1 = max{(d(hi, h+i )− d(hi, h
−
i ) +m), 0} (2)

where d is the L2 norm distance function and m
is the loss margin hyperparameter set to 1.

Additionally, we use the contrastive objective of
Gao et al. (2021) as follows:

ℓ2 = − log e
sim(hi,h

+
i

)/τ∑N

j=1
(e

sim(hi,h
+
j

)/τ
+e

sim(hi,h
−
j

)/τ
)

(3)

with a mini-batch of N triplets, a temperature
hyperparameter τ , which is empirically set to 0.05,
and sim(h1, h2) as the cosine similarity h1·h2

||h1||·||h2|| .

4.3 Data
We use datasets from two different domains to
evaluate the domain adaptation abilities of our ap-
proach. We randomly split both domain-specific
datasets into 90% training and 10% test datasets.

SciDocs The SciDocs dataset (Cohan et al., 2020)
consists of scientific papers and their citation infor-
mation. As model input, we concatenate the titles
and abstracts of papers with the [SEP] token. Since
our model has a maximum input length of 512 to-
kens, the input is cut off after this threshold. A

positive sample is defined as a directly referenced
paper for each anchor sample. A negative sample
is a paper referenced by the positive sample but not
by the anchor sample itself. This approach ensures
that all samples address the same topic, but the pos-
itive sample is more related to the anchor sample
than the negative one.

AskUbuntu The AskUbuntu dataset (Lei et al.,
2016) consists of user posts from the technical fo-
rum AskUbuntu. It already includes sentence pairs
that are deemed similar. Therefore, anchor- and
positive samples are easily found. Since the dataset
inherently consists of sentences about a similar
topic, the operating system Ubuntu, negative sen-
tences can easily be retrieved by sampling different
sentences. The dataset originates from a technical
domain and is quite different from the scientific
domain of SciDocs.

5 Evaluation

Table 2 shows the results obtained when adapting
sentence embedding models to different domains
with adapters. To put the adapter results into per-
spective, we also evaluate the performance of the
SimCSE base model, which is not adapted to the
specific domains, as a lower bound. Furthermore,
we use traditional domain-specific fine-tuning by
training all parameters of the SimCSE base model
with the respective loss functions as upper bounds.
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The evaluation reveals that adapter-based do-
main adaptation yields competitive results com-
pared to fine-tuning the entire base model. In par-
ticular, the Houlsby and Pfeiffer adapters perform
very well with both loss functions, even though
they use only a fraction of the parameters of the
upper bounds. The slightly larger K-Adapter, how-
ever, performs considerably worse than the other
adapters investigated. We conclude that the bot-
tleneck architecture is more suitable than the ex-
ternal plug-in architecture for domain adaptation
of sentence embedding models. In particular, the
Houlsby adapter, although the smallest among
the adapters investigated, yields the best results
for both loss functions. Using the out-of-the-box
SimCSE model without domain adaptation results
in considerably worse performance, indicating the
overall importance of domain-specific fine-tuning
for sentence embedding models.

Furthermore, the contrastive loss function ℓ2 per-
forms consistently better than ℓ1. Our results align
with the observations of Gao et al. (2021) who
conclude that the contrastive objective ensures a
distribution of embeddings around the entire em-
bedding space. In contrast, ℓ1 may yield learned
representations occupying a narrow vector space
cone, which severely limits their expressiveness.

From the obtained results, we conclude that us-
ing the Houlsby-Adapter architecture together with
the contrastive objective ℓ2 is most suitable for
parameter-efficient domain adaptation of sentence
embedding models. This adapter approach shows
performance that is within 1% of the supervised, en-
tirely fine-tuned SimCSE model, while only train-
ing approximately 3.6% of the parameters.

6 Conclusion

In this work, we proposed the use of adapters for
parameter-efficient domain adaptation of sentence
embedding models. In contrast to fine-tuning the
entire sentence embedding model for a particular
domain, adapters add a small number of new pa-
rameters that are updated during training while the
weights of the sentence embedding model are fixed.
We showed that adapter-based domain adaptation
of sentence embedding models yields competitive
results compared to fine-tuning the entire model, al-
though only a fraction of the parameters are trained.
In particular, we show that using the Houlsby-
Adapter architecture together with a contrastive
objective yields promising results for parameter-

efficient domain adaptation of sentence embedding
models.
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